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Ice and water droplets on graphite have been studied by quantum path integral and classical molec-
ular dynamics simulations. The point-charge q-TIP4P/F potential was used to model the interaction
between flexible water molecules, while the water-graphite interaction was described by a Lennard-
Jones potential previously used to reproduce the macroscopic contact angle of water droplets on
graphite. Several energetic and structural properties of water droplets with sizes between 10 and
103 molecules were analyzed in a temperature interval of 50-350 K. The vibrational density of states
of crystalline and amorphous ice drops was correlated to the one of ice Ih to assess the influence
of the droplet interface and molecular disorder on the vibrational properties. The average distance
of covalent OH bonds is found 0.01 A larger in the quantum limit than in the classical one. The
00 distances are elongated by 0.03 A in the quantum simulations at 50 K. Bond distance fluctua-
tions are large as a consequence of the zero-point vibrations. The analysis of the H-bond network
shows that the liquid droplet is more structured in the classical limit than in the quantum case. The
average kinetic and potential energy of the ice and water droplets on graphite has been compared
with the values of ice Th and liquid water as a function of temperature. The droplet kinetic energy
shows a temperature dependence similar to the one of liquid water, without apparent discontinuity at
temperatures where the droplet is solid. However, the droplet potential energy becomes significantly
larger than the one of ice or water at the same temperature. In the quantum limit, the ice droplet
is more expanded than in a classical description. Liquid droplets display identical density profiles
and liquid-vapor interfaces in the quantum and classical limits. The value of the contact angle is not
influenced by quantum effects. Contact angles of droplets decrease as the size of the water droplet
increases which implies a positive sign of the line tension of the droplet. © 2014 AIP Publishing
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. INTRODUCTION

The structure and dynamics of water at interfaces play
an important role in various industrial, geological, and bio-
logical processes.'™ The nature of the substrate changes the
behavior of water and ice on the interface. While strong bind-
ing of water on hydrophilic substrates is expected, even hy-
drophobic ones can affect appreciably the water structure near
the surface.*> In recent years, a hydrophobic substrate such
as graphite has gained significant attention, due to its im-
proved thermal, mechanical, and electronic properties."’8 In
particular, the interaction of water and ice with graphene has
been investigated immensely because of its importance as a
material for coating in electrodes and membranes for water
treatment,” ' and as a lubricant.'™-12

The understanding of ice-surface interactions is vital in
the design of anti-ice surfaces. In the past years, such investi-
gations have been motivated by superhydrophobic surfaces.!?
Recently, the structural stability of different ice bilayers on
graphene has been discussed in a density functional theory
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(DFT) study of Anick on the ice-graphene interaction.'* Sim-
ilarly, Ambrosetti et al. studied the water and ice interaction
with graphite using ab initio DFT calculations in order to ad-
dress the lubricating effects of water on graphite and graphene
surfaces.'> Singh and Miiller-Plathe investigated the freezing
temperature and adhesion of ice droplets on graphite-based
smooth and rough surfaces using a coarse-grained model.'®
However, neither the aforementioned works nor numerous
other simulations dealing with interfacial properties of water
and ice on graphitic surfaces addressed the limitations of us-
ing the classical limit to describe the atomic nuclei.'’>* The
classical approach does not consider the spatial fluctuations
that appear on the basis of quantum mechanical zero-point
movements. Therefore, the thermodynamic properties derived
in the quantum and classical limits may differ. We will employ
the notation “nuclear quantum effect” to characterize the dif-
ference in the properties of water molecules when one com-
pares the quantum and classical descriptions of the atomic
nuclei.

A recent investigation of the water-vapor interface by
interface-specific vibrational spectroscopy included a quan-
tum treatment of the atomic nuclei by path integral (PI)

© 2014 AIP Publishing LLC
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simulations.? Specifically, the bond orientation of water at
the water-vapor interface depends on the water isotope (H-D)
composition. Interestingly, the interfacial water structures of
H,O and D, O were indistinguishable while the intramolecu-
lar symmetry breaking in HDO has implications on the bond
orientation at the surface. Isotope effects in the properties of
HDO are caused by quantum effects associated with the dif-
ferent H/D nuclear masses. The classical limit predicts that all
structural equilibrium properties are invariant with respect to
the nuclear mass.

In recent combined Pl-ab initio or density functional
simulations of spectroscopic properties of hydrocarbon com-
pounds, we have shown that nuclear quantum effects are of
sizeable importance even in the vicinity of room temperature.
We have analyzed UV-vis and photoelectron spectra, as well
as hyperfine splitting constants and NMR chemical shifts.?6-28
The experimental inverse isotope effect in the lattice parame-
ter of ice Ih has been explained recently by a combination of
DFT calculations of phonon properties and PI simulations.?
The isotope effect in the melting point of ice Ih and the nega-
tive thermal expansion of ice Ih at low temperatures has been
reproduced realistically by quantum PI simulations.’*3! On
the basis of this experience our main interest in the present
paper is the comparison of classical and quantum PI simula-
tions of ice and water droplets on graphite in order to assess
the possible significance of nuclear quantum effects in struc-
tural, energetic, and wetting properties of the system. How-
ever, isotope effects resulting from the substitution of H by D
are not treated in this study.

Our present simulations will employ a flexible point-
charge model (q-TIP4P/F) of water which was parametrized
to be used in quantum PI simulations.?> The water-carbon in-
teraction is treated by the Lennard-Jones (LJ) parametriza-
tion of Werder et al.'” These authors showed a linear relation
between the contact angle of water and the surface binding
energy of a single water molecule. As a matter of fact, the
employed parametrization recovers the macroscopic contact
angle of water on graphite of 86°.!7 This model has been
adopted previously to study the work of adhesion of water
as a function of the number of layers in the graphitic sub-
strate. It shows the independence of the contact angle of water
droplets from the number of layers in bi- and multilay-
ered graphene.?* Our selection of an empirical water-graphite
model with known wetting properties is justified as we do
not aim at solving any of the controversial results concerning
the wetting properties of water on graphitic systems.?%-23 3334
Rather, we adopt a simple model of known wetting properties
to address the question if contact angles derived in the clas-
sical limit will be different than those derived by a quantum
treatment of the atomic nuclei.

The layout of the paper is the following. Computational
details of the simulations of water on graphite are given in
Sec. II. Quantum effects in the binding energy of a water
dimer and the surface binding energy of a water molecule are
presented in Sec. III as a function of temperature. The struc-
tural analysis of the hydrogen bond (H-bond) network of ice
and water droplets is presented in Sec. IV. The generation of
ice droplet configurations as well as some structural and vi-
brational properties of optimized configurations are discussed
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in Sec. IV A. In the discussion, we have to discriminate the
strong intramolecular OH bonds from the weaker hydrogen
bonds. We will demonstrate that nuclear quantum effects are
of different importance in the two types of bonds. Particu-
lar emphasis is given to the differences between the quantum
and classical expectations of bond distances and their respec-
tive fluctuations as a function of temperature (Secs. IV B and
IV C). The temperature dependence of the kinetic and poten-
tial energy of ice and liquid droplets as well as their atomic
density profiles are analyzed in Sec. V by classical and quan-
tum simulations. The results of the quantum and classical in-
terfacial properties of water droplets at 300 K are presented in
Sec. VI. The paper closes with the conclusions.

Il. COMPUTATIONAL CONDITIONS

The PI formulation allows the computation of thermo-
dynamic equilibrium properties in the quantum limit by us-
ing an isomorphism with a specific classical system. This iso-
morphism implies that the quantum partition function can be
derived with arbitrary numerical accuracy in terms of that
of the classical isomorph. However, the isomorphism does
not apply to the dynamic (time dependent) properties of the
quantum system. Specifically, the classical isomorph is con-
structed by representing each quantum particle (here, atomic
H and O nuclei of the water molecules) by a set of L par-
ticles linked together in the form of a ring polymer. These
particles are often called replicas or beads. The PI formula-
tion leads to an expression for the potential energy of this set
of particles that is employed in PI simulations to approach
the quantum limit of thermodynamic properties. Each bead in
the ring interacts with its two neighbors by a harmonic spring
with a temperature- and mass-dependent force constant. De-
tails of this powerful simulation method can be found in
Refs. 35-39. Within the PI approach, equilibrium proper-
ties may be derived by a classical molecular dynamics (MD)
algorithm applied to the classical isomorph. Technical de-
tails for performing efficient PIMD simulations using effec-
tive reversible integrator algorithms have been described in
Refs. 40-43.

The present PIMD and classical MD simulations of ice
and water droplets on graphite are performed at temperatures
between 50 and 350 K. Graphite is simulated as two stag-
gered graphene sheets with an interlayer distance of 3.35 A
along the perpendicular z-direction. The covalent CC bond
length amounts to 1.42 A. Carbon atoms are maintained fixed
at their initial positions. This approximation has little effect on
the contact angle of the water droplets but reduces the com-
putational cost significantly.!” For the simulations of droplets
with less than 700 water molecules, the graphene sheet is de-
fined by a rectangular supercell (compatible to the hexago-
nal symmetry of graphene) with x x y dimensions of 63.9
x 73.8 A2, including 1800 C atoms per sheet. A larger sheet
with dimensions 85.2 x 98.4 A2, containing 3200 C atoms per
sheet, was used for the simulations of larger water droplets.
Periodic boundary conditions were applied in the x, y-plane.
A reflecting wall was set roughly 7 A above the top of the
water droplet.
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The interaction between water molecules and the C atoms
was calculated by the Werder et al. parametrization'” of a LJ
potential between O and C atoms. In the model, there is no
LJ interaction between the C and H centers. The employed
parameters are €., = 0.392 kJ/mol and o, = 3.19 A with a
cut-off distance of 10 A. For water we use the flexible point-
charge model q-TIP4P/F, that was originally parametrized to
provide the correct liquid structure, diffusion coefficient, and
infrared adsorption spectrum in quantum PI simulations.??
The cut-off for the LJ interaction between O atoms in the q-
TIP4P/F model was 10 A. The LJ interactions (both CO and
00) were shifted by a constant corresponding to the potential
value at the cut-off distance. The Coulomb potential between
the water molecules in the droplet was calculated by a mini-
mum image convention in the x, y-plane so that the Coulomb
interaction between periodically repeated drops was excluded
from the calculation.

The number of beads in the PIMD simulations was
set as the integer number closest to fulfill the condition
LT = 6000 K, i.e., at 300 K the number of beads was L = 20,
while at 50 K it was L = 120. This condition has been applied
in previous water and ice simulations with the same model
potential 30314446 A staging transformation was employed
for the bead coordinates. This linear transformation was intro-
duced to diagonalize the harmonic coupling between neigh-
boring beads.*? The temperature was controlled by chains of
four Nosé-Hoover thermostats coupled to each of the stag-
ing variables.*! For the evolution of thermostats and harmonic
bead interactions, a time step of 6t = A#/4 was used, where At
is the time step adopted for the calculation of the q-TIP4P/F
and LJ forces. A value Ar = 0.2 fs provides adequate conver-
gence. The virial estimator was employed for the calculation
of the kinetic energy.*”-*® The classical limit is achieved by
setting L = 1 in the PIMD algorithm. This setup implies that
the staging coordinates become identical to the positions of
the nuclei and that the harmonic bead interaction vanishes in
the classical limit.

Typical simulations for liquid droplets consist of an equi-
libration run of 2 ns followed by a production run of 3 ns
for the calculation of equilibrium properties. For the analysis
of the liquid-vapor interface, longer runs of 12 ns were per-
formed to check the convergence of the results. Statistical un-
certainties were evaluated by dividing the total simulation run
into three blocks and by calculating the standard deviation of
the block averages. At low temperatures, i.e., in the case of ice
droplets, shorter simulation runs of 0.2 ns were sufficient to
obtain a statistical precision similar to that of a liquid droplet.

lll. WATER DIMER AND WATER-GRAPHITE
INTERACTIONS

Before presenting our ice and water droplet simulations,
the employed model potential is tested by the study of the
quantum effect in the binding energy of a water dimer as well
as in the surface binding energy of a water molecule and wa-
ter dimer. Particular emphasis is laid on the difference be-
tween quantum and classical results and on the comparison
with available experimental and theoretical data.

J. Chem. Phys. 141, 204701 (2014)

A. Water dimer binding energy

The binding energy of a water dimer (H,0), is calculated
as

E, = E[(H,0),] — 2E[H,0] (1)

where E is the total internal energy of the given molecule. E
is made up of a sum of kinetic (K) and potential (U) energy
contributions so that

E,=U,+K,. )

The quantum limit for £, and U, is displayed in Fig. 1 as a
function of temperature by continuous and broken lines, re-
spectively. The classical results are shown by a dotted line.
The classical binding energy of the water dimer at 7 = 0 K
is D, = —27.4 kJ/mol. The extrapolated quantum value at T’
= 0 amounts to D, = —18.6 kJ/mol. As a consequence of
the zero-point motion, the absolute value of the dimer bind-
ing energy in the quantum limit is 8.8 kJ/mol (about 32%)
smaller than the classical value. The zero-point effect can
be separated into potential (4.7 kJ/mol) and kinetic energy
(4.1 kJ/ mol) contributions. Note that both terms should be
identical for a purely harmonic interaction so that their dif-
ference is caused by the anharmonicity of the intermolecular
H-bond in the employed potential model. The difference be-
tween the quantum and classical binding energies decreases
with temperature so that at 150 K it is reduced to 3.6 kJ/mol.

As a consequence of the equipartition principle, the ki-
netic energy of the dimer is identical in the classical limit
to that of two separated water molecules. The reason is the
equality in the total number of degrees of freedom (vibra-
tional, rotational, and translational, summing up to 18 is both
cases). Thus, the classical binding energy E,; becomes identi-
cal to the potential energy difference, U, at all temperatures.
The calculated equilibrium OO distance in the dimer amounts
to 2.84 A in the quantum limit at 20 K while it is shorter by
0.06 A (2.78 A) in the classical case.

Our estimate of the zero-point effect in the binding en-
ergy of the dimer at 7 = 0 is in reasonable agreement with

-18

C cd '__

20 total (quant.)

el

?E/ 2 potential (qu—a?f.z‘n__‘__,—u ]
D'cs F--o—o o~~~ i
o 24+ R
e | total = pot. (class.) ..o |
261 ,.o»'°>-°“. o free water dimer 7]
Foo ® o dimer over graphite |

28 L | L I L |
0 50 100 150

T (K)

FIG. 1. Binding energy, E, of the water dimer as a function of temperature
which has been derived from simulations with the q-TIP4P/F model. The
continuous and broken lines are the total (E£,) and potential (U,) energies
in the quantum limit, while the dotted line shows the classical result. Open
squares were obtained in vacuum (up to 150 K), circles on a graphite surface
(up to 50 K). Both sets of results are nearly identical. The molecular structure
of the dimer is displayed. The lines are guides to the eyes.
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the result (7.2 kJ/mol) derived from an average of several in-
termolecular potential energy models and a harmonic treat-
ment of the intramolecular vibrations.** The value derived by
Shank et al. from an accurate ab initio potential energy sur-
face is 7.6 kJ/mol.° This study predicts a binding energy of
D, = —13.2 kJ/mol in the quantum limit, a result in quantita-
tive agreement with an a posteriori experimental study using
velocity-map imaging and resonance-enhanced multiphonon
ionization.’! Note that the empirical q-TIP4P/F model over-
estimates the binding energy D, of the dimer by 5.5 kJ/mol
(about 40%) at T = 0. We recall that this empirical potential
was optimized for condensed matter simulations.?? In Sec. V,
it is shown that the sublimation enthalpy of ice Ih is repro-
duced with an improved accuracy.

The open squares in Fig. 1 represent the binding energy
of a water dimer in vacuum, while open circles were derived
for a dimer bonded on a graphite surface. Note that both re-
sults are nearly identical, i.e., the graphite surface does not
affect the dissociation energy of the dimer. Such a result in-
dicates that with the employed potential both the water dimer
and water-graphite interactions can be optimized simultane-
ously without showing competing effects.

B. Surface binding energy

The surface binding energy of a cluster (H,0), of n water
molecules on graphite is calculated as

1
E = Z[E[(H20)n /Graphite] — E[(H,0),11.  (3)

Note that the factor 1/n normalizes the value of E; the
graphite energy does not appear in the adopted formula as it
is treated as a rigid wall. The results for a molecule (n = 1)
and a dimer (n = 2) are shown in Fig. 2 up to 50 K. At higher
temperatures, an isolated water molecule escapes from the
graphite surface during the simulation run. The classical E
at T = 0 amounts to about —6 kJ/mol for both values of n.
We have checked that our result is consistent with the binding
energy (—6.33 kJ/mol) derived previously for one molecule
with the same water-graphite potential model.!” The small nu-
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FIG. 2. Surface binding energy, E, of a water molecule (open circles) on
graphite up to 50 K. The continuous and broken lines indicate the total and
potential energies in the quantum limit, while the dotted line shows the clas-
sical result. The lines are guides to the eye. The corresponding results for a
water dimer are shown as open squares.
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merical difference is caused by the shift in the LJ potential
between O and C that we apply at the cut-off distance. An ex-
trapolation of the quantum binding energy at 7 = 0 gives an
absolute value that is roughly 0.4 kJ/mol smaller (7%) than
in the classical limit. At 7 = 50 K, this difference has been
reduced to less than 0.1 kJ/mol. The surface binding energy
of water with the employed model potential is about 3 times
smaller than the binding energy of the H-bond in the water
dimer.

The normalized surface binding energy E, of a water
dimer is similar to the one of an isolated molecule. Recall
that the employed empirical potential, fitted to reproduce the
macroscopic contact angle of water droplets, is only a func-
tion of the relative position of the oxygen atoms with respect
to the graphite surface. It is independent of the orientation of
the water molecule that is determined by the position of the
H atoms. A DFT study using a generalized gradient approxi-
mation (GGA) shows that the normalized surface binding of
a water dimer depends on its orientation. The reported sur-
face binding energy is rather low and its absolute value varies
in the range 1.4-2.7 kJ/mol for three different orientations.
For water clusters with 3 and 5 molecules, however, the re-
ported DFT binding energy does not depend on the cluster
orientation.>”

The surface binding energy of a water monomer on
graphitic surfaces has been the subject of a large number of
studies. Experiments, however, are somewhat obstructed be-
cause the water molecules tend to form clusters. Theoreti-
cal methods, too, are difficult in their realization because the
graphite-water interaction is due to dispersion forces.’* Feller
and Jordan estimated an absolute value of the surface binding
energy of 24.3 + 1.5 kJ/mol by extrapolating the results of
Mgller-Plesset perturbation theory in clusters up to 37 fused
benzene rings.’* This value is similar to the H-bond binding
energy of a water dimer. In the optimized geometry, the wa-
ter molecule is oriented with one H atom pointing toward a
carbon atom of a ring.”* Bermudez and Robinson reported a
binding energy of 20 kJ/mol using DFT and including disper-
sion forces.> A density-functional/coupled-cluster (DFT/CC)
study predicts a significantly lower interaction energy of
15 kJ/mol, with a “down” structure where both hydrogen
atoms of water are pointing toward the graphite plane.’
The same structure is predicted by a coupled-cluster ap-
proach with single, double, and connected triple excitations
(CCSD(T)) leading to a binding energy of 13 kJ/mol.>” More-
over, the surface binding energy depends strongly on the ori-
entation of the water molecule. It is reduced to 10.6 kJ/mol
if the H atoms are oriented pointing outwards the graphite
surface.’” A calculation of an extended model of graphene
using diffusion Monte Carlo (DMC), random phase approx-
imations (RPA), and various DFT functionals comes to the
conclusion that the absolute value of the water binding en-
ergy should be in the range 9.4-6.7 kJ/mol.> The previously
commented DFT-GGA study by Leenaerts et al. reports an
even smaller value of 2.8 kJ/mol for the binding energy of a
water monomer on a graphene sheet.>”

The sizeable dispersion of ab initio data for the binding
energy of a single water molecule justifies our selection of an
empirical parameterization. The numerical difficulties of an
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ab initio treatment of droplets with 10?~10° water molecules
are orders of magnitude larger than those of a single molecule.
In our study, we prioritize the investigation of quantum ef-
fects in properties such as the contact angle of liquid droplets.
The employed empirical potential is independent of the water
orientation and the graphite surface is treated as a static rigid
wall. These approximations have been shown to be reasonable
in the classical limit to describe the weak physisorption of wa-
ter droplets on graphite.!”>* Recent quantum simulations of
the liquid-vapor interface of water have also employed em-
pirical models.? Thus, it can be assumed that the parame-
terization of Werder et al.'” aims at describing the surface in-
teraction of an average water orientation as encountered at the
interface of a large water droplet. Thus, we have to expect that
the model underestimates the binding energy for an optimized
orientation of a water monomer.

IV. STRUCTURAL ANALYSIS OF THE DROPLETS
A. Initial configurations

At temperatures where the droplet is solid, the simula-
tions are expected to depend strongly on the initial configu-
ration. This follows from the fact that molecular diffusion in
a solid cluster is hindered by high energy barriers. As liquid
droplets with the employed potential model are expected to
have contact angles around 90°,'7 initial ice droplet config-
urations were generated with the form of a half sphere. To
this aim, a Monte Carlo procedure was used to generate a
proton disordered structure of ice Ih with nearly zero dipole
moment.’® The hexagonal ice Ih is the stable phase of ice at
atmospheric pressure.

We define the hexagonal axis of ice Ih parallel to the
z-direction, see Fig. 3. Then a cluster is selected by adding
successive coordination spheres around an arbitrary water
molecule of the ice crystal. The first coordination sphere con-
sists of four H-bonded molecules with tetrahedral ordering.

A °

FIG. 3. Geometry of the optimized crystalline ice droplet D ¢, over graphite.
The z-direction is perpendicular to the graphite surface. The topmost graphite
layer is set at z = 0. The water molecules in the starting configuration be-
long to a cluster with Ih ice structure. Layers of water molecules parallel to
the graphite surface correspond to crystallographic 0001 planes. Four of such
layers are visible. These basal planes in ice Ih are made up of puckered hexag-
onal rings of O atoms in a chair conformation (i.e., they are not planar). The
disruption of the tetrahedral H-bond network at the droplet surface generates
disorder such as OH dangling bonds and water molecules having 2 or three
H-bonds.

J. Chem. Phys. 141, 204701 (2014)

One of these H-bonds is oriented parallel to the hexagonal
z-axis. A perpendicular plane cutting this H-bond will divide
the spherical cluster into two parts. The spherical cap contain-
ing the central molecule is then used as initial configuration
for the simulations. By considering different numbers of co-
ordination spheres we have generated crystalline ice droplets,
D,,, with varying number of water molecules, n = 187, 377,
678, and 1071.

In addition, an initial amorphous ice structure was gener-
ated for the droplet D;,; by sudden cooling of the final con-
figuration of a liquid drop simulated at 300 K. The reported
freezing temperature of the employed water model at ambi-
ent pressure amounts to 251 K.3> The influence of the droplet
free energy is expected to lower the freezing point.”’ A re-
cent simulation has estimated a reduction of about 6 K in the
freezing temperature of water nanodroplets relative to the lig-
uid bulk.'®

In the initial step of the simulations, we want to char-
acterize some structural properties related to the molecular
disorder in the ice droplet. To this aim a geometry optimiza-
tion of the D, droplets was performed. We have performed
a simulated annealing cycle by classical MD at temperatures
between 200 and 20 K with a cooling rate of 6 K ps~! in all
calculations.®” The highest temperature allows thermally ac-
tivated jumps across energy barriers. Nevertheless, it is low
enough to avoid the melting of the ice cluster. At the end of
the annealing cycle, a conjugate gradient algorithm was ap-
plied to obtain an optimized structure. The geometrical ar-
rangement of such a crystalline D¢, droplet on graphite is
shown in Fig. 3. The optimized structures of all D, droplets
are collected in the supplementary material.®’

The structural analysis requires the identification of H-
bonds in the droplet structure. To this aim we have employed
the geometrical definition of Ref. 62. If O1—H is a cova-
lent bond of a water molecule, then the three-center unit
O1—H:--O2 contains a H-bond if the three following condi-
tions are satisfied: (i) the distance between O1 and O2 is lower
than 3.2 A; (i) the H---O2 distance is shorter than 2.4 A;
(iii) the angle between the O1—H and O102 directions is
lower than 30°. Here, the atom Ol is the donor (D) and O2
the acceptor (A) in the H-bond. In the droplet, the “type” of
an oxygen atom is defined by the number of H-bonds in which
it is a donor and the number in which it is an acceptor.®® For
example, DAA refers to an O atom (or H,O molecule) having
three H-bonds. It acts as an acceptor in two H-bonds, and as
a donor in one. Therefore, it has additionally one covalently
bonded H forming an OH dangling bond. In the ideal Ih ice
structure, all oxygen atoms are DDAA without OH dangling
bonds present in the crystal.

The different types of O atoms in a droplet can be dis-
criminated unambiguously by considering their number of
dangling and acceptor H-bonds. In Table I, we summarize this
criterion. In addition, the relative concentration of the differ-
ent types of O atoms in the optimized structure of the D5,
droplet is given for the crystalline and amorphous case. The
disorder in the H-bond network of the ice droplets is recog-
nized by the presence of O atoms different from DDAA. The
optimized crystalline droplet D,,;, shows a significant pres-
ence of DDA and DAA units. The main difference with the
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TABLE 1. The first three columns discriminate the different types of O
atoms in a droplet by the number of OH dangling (n;) and acceptor H-bonds
(n,,,)in the given H,0 molecule. n,, is the total number of H-bonds to which
the molecule participates. The relative concentration of the different O atoms
found in the optimized crystalline (c) and amorphous (a) droplet D5, is com-
pared to an ideal ice Ih structure. The presence of O atoms different from
DDAA is a consequence of the disorder in the H-bond framework.

O type n, Myee N Dy, (0) Dsy; (@) Ice Ih
A 2 1 1 0 0 0
D 1 0 1 0 0 0
DA 1 1 2 2% 3% 0
DAA 1 2 3 13% 9% 0
DDA 0 1 3 16% 15% 0
DDAA 0 2 4 67% 68% 100%
DDAAA 0 3 5 2% 6% 0

optimized amorphous droplet is the larger number of DDAAA
atoms (i.e., 5 coordinated water molecules) in the amorphous
case.

The molecular disorder affects the collective vibrations
of the ice droplets. In Fig. 4, the harmonic vibrational density
of states (VDOS) for the optimized crystalline structure of the
ice droplet D, is compared with that of ice Ih. The vibra-
tional states can be divided into four separated regions. They
are shown in three sub-plots. The stretching band of the ice
drops is split into two bands (see Fig. 4(c)). The peak above
3790 cm~! originates from the presence of dangling OH
bonds in the droplet. The blue shift of the OH stretching at wa-
ter interfaces has been demonstrated by sum-frequency vibra-
tional spectroscopy which specifically can probe molecules
at interfaces,%* by high-resolution electron energy loss spec-
troscopy (HREELS),® as well as by MD simulations with
flexible water models.'® The VDOS curve of ice Th has a gap
in the region 400 < w < 520 cm™'. In this region, the VDOS
of the crystalline ice drops displays the presence of librational
states (see Fig. 4(a)). These low frequency librations are re-
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FIG. 4. Harmonic vibrational density of states of the optimized crystalline
and amorphous ice droplet, D5, over graphite as well as results of ice Ih.
The vibrational states appear in three separate regions: (a) intermolecular
translational and librational bands related to the H-bond framework; (b) in-
tramolecular bending bands; (c) intramolecular stretching bands. A Gaussian
broadening with full width at half maximum (FWHM) equal to 10 cm™! was
used to plot the vibrational states.
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lated to the hindered rotations of water molecules at the inter-
face. The comparison of the VDOS curves of the amorphous
and crystalline ice droplets indicates that the librational band
in the amorphous case is shifted to lower wavenumbers. This
implies weaker H-bonds in the amorphous structure.

A recalculation of the VDOS without the water-graphite
interaction shows that the graphite surface affects only
the translational modes of water at wavenumbers below
150 cm™!. The effect of the surface is visible by a shift of
about 70 cm™! to higher wavenumbers of those translational
modes associated to the oxygen atoms lying directly above
the graphite surface. We recall that the graphite surface was
modeled as a rigid wall. Thus, the surface phonon coupling
between flexible graphite and the water droplet is not included
in our model.

The optimized ice droplets have been used as initial con-
figuration for quantum and classical simulations at tempera-
tures in the range 50-350 K. We have checked that at those
temperatures where the droplet is liquid, the equilibrium sim-
ulations are indeed independent of the initial configuration.
This check was made by additional droplet simulations with
the O atoms located at the vertices of a simple cubic lattice
with a cell parameter of 3 A.

B. Temperature-dependent changes
in the H-bond framework

The concentration of the different O atoms obtained
by the quantum PIMD simulations of the Dj;; droplet is
presented in Table II as a function of temperature. At
50 K the amorphous ice droplet differs from the crystalline
one by having a significantly larger number of highly coordi-
nated DDAAA molecules. In addition, it has a lower number
of DAA centers. The ice droplet shows a relatively smooth
change in the O species as a function of temperature up to
200 K. The main temperature effect is a reduction in the pro-
portion of DAA molecules together with an increase in the
number of DA centers. This fact is related to the increased
molecular disorder of the ice droplet surface as a function of
temperature. At 300 K the droplet is liquid. The melting of
the droplet causes a large decrease in the number of DDAA
molecules. The significant amount of D and A molecules in
the liquid drop is a fingerprint for the presence of a liquid-
vapor interface.

TABLE II. Concentration of the different types of O atoms found in quan-
tum PIMD simulations of the droplet D, as a function of temperature. At
50 K the results are shown for the amorphous (a) and the crystalline (c) ice
droplet. The presence of A and D centers at 300 K and 350 K and is a finger-
print for the liquid-vapor interface.

O type 50K (a) 50K (¢) 100K 200K 300 350K
A 0 0 0 0 3% 6%
D 0 0 0 0 2% 4%
DA 3% 2% 3% 6% 15% 20%
DAA 8% 15% 14% 9% 11% 12%
DDA 14% 16% 16% 14% 25% 27%
DDAA 70% 66% 68% 68% 40% 29%
DDAAA 5% 1% 1 2% 3% 2%
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TABLE III. Structural results from the quantum PIMD simulations of the
droplet D, as a function of temperature. At 50 K the data are shown for
the amorphous (a) and the crystalline (c) ice droplets. The first row displays
the concentration of OH dangling bonds with respect to the total number
of OH bonds (i.e., 754 bonds). The next three rows indicate the relative
distribution of the dangling bonds between the external droplet surface, to-
ward graphite, and inside the drop. The next row shows the average number
of H-bonds per water molecule (77 ;). The last three lines are average OO
distances for H-bonds between different types of molecules. The descriptor
“short OO” indicates the average result for DDAA—DDA, DAA—DDAA,
and DAA—DDA bonds. The symbol “long OO” refers to the average OO
distance for DDA—DDAA, DDAA—DAA, and DDA—DAA bonds. The first
molecule of a given H-bond denotes the donor unit, while the second is the
acceptor unit.

50K(@ 50K() 100K 200K 300K 350K

Dangling OH 6% 8% 8% 8% 16%  22%
(Droplet surface) 70% 64% 63%  65%  46%  45%
(Toward graphite) 21% 36% 36% 21% 14% 10%

(Inside the drop) 9% 0% 1% 14% 40% 45%
yp 1.879 1.827 1.828 1.807 1.548 1.400
DDAA—-DDAA 2.793 2765 2771 2797 2828 2.837
Short OO 2.774 2765 2769 2792 2805 2.837
Long OO 2.840 2.832  2.835 2.851 2.850 2.855

The structural analysis of the different O atoms obtained
from classical simulations of the D5,; droplet provides sim-
ilar results as shown in Table II. The main difference is that
the concentration of DDAA molecules for the liquid drop is
about 2% larger in the classical limit. Comparison of quantum
and classical simulations of bulk water shows that the classi-
cal limit implies a more structured liquid with an enhanced
strength of the H-bonds.%® The higher number of DDAA sites
found in the classical droplet simulations is in line with this
observation.

The temperature dependence of the relative number of
OH dangling bonds in the droplets is summarized in Table III.
This number is somewhat lower in the amorphous ice droplet
(6%) than in the crystalline one (8%). This fact is related to
the lower number of DAA molecules in the amorphous struc-
ture (see Table II). It is interesting to analyze the distribution
of OH dangling bonds in three spatial regions: near the droplet
surface, toward graphite, and inside the droplet. The criteria
to differentiate the droplet surface and the inside domain con-
siders the fact that the shape of the droplet is a spherical cap
(see Sec. VI B). For a spherical cap of radius R, the boundary
between the surface region and the droplet inside was located
atR, =R; — 15 A. In the ice droplet, most OH dangling
bonds are located at the droplet surface. At 50 K, the amor-
phous structure shows dangling bonds inside the drop which
are absent in the crystalline one. However, at 200 K the crys-
talline drop displays a distribution of dangling bonds that is
similar to the amorphous one at 50 K. The total number of
dangling bonds increases sharply in the liquid drop showing a
similar proportion of dangling bonds at the surface and inside
the drop.

The temperature dependence of the average number of H-
bonds per molecule, 77, 5, is summarized in Table III. A tetra-
hedral H-bond framework, as found in ice Ih, is characterized
by 1z = 2. This value is consistent with the fact that in a
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tetrahedral H-bond framework each molecule participates in
4 H-bonds. Note the strong reduction of 71, ; upon the melting
of the ice droplet. The presence of different O atoms also im-
plies the possibility of different H-bond strengths and lengths.
A H-bond can be specified by giving the type of the donor
followed by the type of the acceptor, e.g., all H-bonds in ice
Th are DDAA—DDAA. Ab initio calculations show a signifi-
cant difference in the H-bond length depending on whether it
is DAA—DDAA or DDAA—DDA (shorter) vs DDA—DDAA
or DDAA—DAA (longer).%® Shorter H-bonds are associated
to a combination where either the donor molecule is a single
donor (i.e., D instead of DD) or the acceptor molecule is a
single acceptor (i.e., A instead of AA). We have checked that
the employed q-TIP4P/F force field is able to reproduce this
subtle difference. In the last three rows of Table III, we com-
pare the average OO distance of the DDAA—DDAA H-bonds
with the distances derived for other types of H-bonds labeled
as “short OO” and “long OO” units. The group labeled as
“short OO” has OO distances similar to the DDAA-DDAA
bond. The only exception is the amorphous droplet at 50 K.
Here, the DDAA—DDAA bond is 0.03 A longer than in the
crystalline structure at the same temperature, i.e., this H-bond
is weaker in the amorphous droplet. The OO distance in the
“long OO set of H-bonds are 0.07 A larger than those in the
“short OO” set at 50 K. This length difference is significant.
A recent experimental study of average OO distances in water
and ice by the study of the nearest-neighbor oxygen-oxygen
radial distribution obtained by X-ray Raman based extended
EXAFS spectroscopy report a value of 2.76 A for ice and
2.81 A for water, i.e., a difference of 0.05 A7

C. Quantum vs classical bond distances

A comparison of the quantum and classical results for
the covalent OH distances in the Ds,; droplet is displayed
in Fig. 5. In addition to the average distance, we also dis-
play the root mean square (RMS) fluctuations of the bond
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FIG. 5. Average OH distances d found in quantum and classical simula-
tions of the droplet D5, as a function of temperature. The total length of
the bars is two times the root mean square fluctuations around the distance
d. Results are given for (a) dangling and (b) non-dangling OH bonds. For
the sake of clarity, the quantum (classical) results were mutually displayed
by £5 K.
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distance. In the quantum limit, the RMS fluctuations of the
OH distance amount to 0.07 A. These spatial fluctuations are
a consequence of the atomic zero-point vibration. It is tem-
perature independent up to the highest studied temperature
(350 K). An OH dangling bond is shorter than a non-dangling
one. In the non-dangling case, the H atom is also part of a H-
bond. Both types of bonds display competing effects in their
bonding strength.? It is interesting to note that the length of
the non-dangling OH bonds (Fig. 5(b)) decreases slightly with
increasing temperature while the length of the dangling bonds
is temperature independent. This result reflects the anticor-
relation between the covalent and the H-bond involving the
same H atom. Any external factor such as temperature that
causes an increase in the H-bond length implies the opposite
effect on the non-dangling covalent OH bond.

The average OH distance in the classical limit is lower
than in the quantum one. The classical bond fluctuations are
much smaller than in the quantum case. The classical bond
fluctuations at 7 = 0 are a consequence of the static molecu-
lar disorder. With increasing temperature these bond fluctua-
tions increase, but even at 350 K they remain lower than the
quantum ones.

The average distance and the RMS fluctuations of the
DDAA—-DDAA H-bonds are displayed in Fig. 6. The dif-
ference between the quantum and classical H.--O distance at
50 K amounts to 0.05 A. The increase of the bond distances
with temperature is an effect due to the anharmonicity of the
interatomic potential. The largest H-bond fluctuations are ob-
served for the quantum simulations, although classical and
quantum fluctuations become similar at 300 K. Note the rela-
tively large fluctuations of the H-bond distance in the classical
limit at 7= 0 as a consequence of the static molecular disor-
der of the ice droplet.
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FIG. 6. Average H-bond distances d found in quantum and classical simula-
tions of the droplet D5, as a function of temperature. The distance between
the H atom and the O acceptor (H---O) is shown in panel (a). The OO distance
is shown in panel (b). Both results correspond to DDAA—DDAA bonds. The
filled squares in panel (b) are the values given in the DDAA—DDAA row of
Table III. The total length of the bars is two times the root mean square fluc-
tuations around the distance d. For the sake of clarity, the quantum (classical)
results were mutually displayed by 5 K.
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V. ENERGETIC PROPERTIES AND DENSITY
PROFILES

We turn now to the analysis of the quantum and classical
internal energy of ice and water droplets on graphite.

A. Internal energy

The average kinetic and potential energy calculated for
the droplet D,-, on graphite is displayed in Fig. 7 at five tem-
peratures between 50 and 350 K. The results from classical
MD simulations are shown by open symbols and those de-
rived from quantum PIMD simulations by closed ones. The
ice droplet results correspond to the crystalline structure. In
addition, the kinetic energy obtained for ice Ih and water from
NPT simulations at zero pressure is also plotted.?'-#*

The quantum kinetic energy of the droplets displays a
monotonous temperature dependence without apparent dis-
crimination between its solid or liquid behavior between 50
and 350 K (see Fig. 7(a)). The kinetic energy of the droplet
has a smooth overlap with that of liquid water. Thus, the ki-
netic energy does not discriminate between the disorder in
either a droplet or bulk liquid water. Ice Ih, with a tetrahedral
H-bond network free of defects, has a larger kinetic energy,
i.e., about 0.4 kJ/mol above that of the disordered systems at
the same temperature. This slight increase in the kinetic en-
ergy of ice has been shown to be consistent with the measured
isotopic mass dependence of the melting temperature of ice.**
A recent calculation of the kinetic energy based on optical and
inelastic neutron scattering measurements stresses the conti-
nuity, within an error margin of about 0.3 kJ/mol in the tem-
perature dependence of the kinetic energy of ice, liquid water,
and vapor.®®

The kinetic energy in the classical limit is displayed in
Fig. 7(b). It is identical in the three systems (ice, liquid water,
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FIG. 7. Kinetic (K) and potential (U) energy of the water droplet D;;, on
graphite as a function of temperature. The droplet results have been compared
to those obtained for both ice Ih and liquid water (w) by NPT simulations at
zero pressure.!-#* (a) Kinetic energy in the quantum limit; (b) kinetic energy
in the classical limit; (c) quantum (closed symbols) and classical (open sym-
bols) potential energy. Note that the energy scale in panel (a) is enlarged by
a factor of 10 with respect to the other two. Lines are guides to the eye. The
results at 200 K and below correspond to crystalline ice droplets.
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and droplet) and obeys the classical equipartition principle of
OkzT/2. In the low temperature limit, the quantum kinetic en-
ergy of the solid droplet is about 31.2 kJ/mol higher than in
the classical limit, while at 300 K this splitting is reduced to
about 23 kJ/mol.

Unlike the kinetic energy, the potential energy presented
in Fig. 7(c) discriminates between the three systems. The
presence of an interface implies a high degree of disorder in
the H-bond network of a droplet. At a fixed temperature, this
interfacial disorder generates larger potential energies than
those found for either ice or water. The temperature depen-
dence of the potential energy of the droplet depends on its
solid or liquid character. The slope of U(T) changes from
a value similar to the one of ice Ih at temperatures up to
200 K, to an increased slope at temperatures of 300 K and
350 K, similar to the one of bulk water. Relative to the classi-
cal potential energy, the quantum results for U are displaced to
higher energies. This energy shift is similar to the one found
for the kinetic energy.

For the sake of clarity, the results obtained for amorphous
ice droplets have not been included in Fig. 7. In the quantum
limit, the potential energy U of the amorphous ice droplet is
about 1 kJ/mol larger than that of the crystalline ice droplet
at the same temperature. The corresponding kinetic energy
values differ by about 0.1 kJ/mol, with the lower kinetic en-
ergy associated to the amorphous structure. The potential en-
ergy between water and the graphite surface has a small con-
tribution to the total potential energy. Below 200 K (i.e., in
the crystalline ice droplet) it has a nearly constant value of
—1.2 kJ/mol and decreases slightly for the liquid droplet to
—1 kJ/mol (300 K) and —0.9 kJ/mol (350 K).

In the classical limit, the sublimation enthalpy of ice Ih
atT=0K, AH,,(0K), is equal to the negative of the poten-
tial energy. This is true because for the q-TIP4P/F model the
zero of the potential energy is set as the energy of an isolated
water molecule at 7= 0 K. The calculated value is 62 kJ/mol
(see Fig. 7(c)). In the quantum case, AH,,(0K) is the dif-
ference between the zero-point energy of an isolated water
molecule and that of ice. With the employed potential model
the zero-point energy of a water molecule is 50.8 kJ/mol while
the value of ice Ih, extrapolated from the kinetic and poten-
tial energy data in Figs. 7(a) and 7(c), amounts to 2.6 kJ/mol.
Thus, in the quantum limit we obtain AH,(0K) = 48.2
kJ/mol. This value is 13.8 kJ/mol lower than in the classi-
cal limit and exhibits reasonable agreement to the tabulation
by Feistel and Wagner69 (AH,,,;(0K) = 47.5 kJ/mol). These
authors tabulated the sublimation enthalpy of ice Ih between
0 and 273 K on the basis of experimental and thermodynamic
models.”” Our results show that the empirical water model
describes the energetics of H-bonds in condensed phases with
better accuracy than for a dimer molecule (see Sec. III A). For
the crystalline ice droplet D5,,, we get in the quantum limit
AH,, (0K) =42.1 kJ/mol, a value 13% lower than that of ice
Ih. The classical result is significantly larger (55.2 kJ/mol).

B. Density profiles

The probability density perpendicular to the surface of
the O and H atoms, p? and p%, in the D5, droplet is pre-
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FIG. 8. Profile of the atomic densities perpendicular to the surface. The re-
sults correspond to crystalline and amorphous ice droplets, D;,-, on graphite
at 50 K. (a) Quantum profiles for O and H in the crystalline ice droplet. The
curve for O has been scaled by a factor of 2; (b) quantum and classical results
for H in the crystalline ice droplet; (c) quantum and classical H profiles for
the amorphous ice droplet.

sented in Fig. 8 at a temperature of 50 K. The one-dimensional
projections are shown along the z-axis, perpendicular to the
graphite surface. In Fig. 8(a), the density profile p¢ at 50 K
indicates that the crystalline ice droplet is made up of five hor-
izontal layers of water molecules parallel to the graphite sur-
face. The vertical separation between layers amounts to about
3.6 A and the density profile p? of each layer is split into
two peaks. In the initial droplet configuration, these layers
correspond to the crystallographic 0001 planes of ice Ih (see
Sec. IV A and Fig. 3). The O atoms in these basal planes form
non-planar hexagon rings having a chair conformation.”’ A
side view of such chair-like hexagons can be seen in the
droplet of Fig. 3. In spite of the molecular disorder, one iden-
tifies that the O atoms of a layer form a zigzag arrangement
exhibiting alternating heights with respect to the graphite sur-
face. This can be identified in the first layer on top of the
graphite surface, most clearly in the middle of the layer. The
splitting of the density profile, o, of a layer into two peaks
is a fingerprint for the presence of non-planar chair-like rings
of O atoms in the crystalline solid droplet. This splitting is
clearly seen in Fig. 8(a). The maxima of the first two peaks
of the ,of curve are found at heights z = 3.0 and 3.7 A,
respectively.

Planar hexagonal rings have been observed experimen-
tally by Kimmel et al. in ice films grown on graphene over a
substrate of Pt(111).”! This ice polymorph consists of two flat
hexagonal sheets of water molecules in which the hexagons
in each sheet are stacked directly on top of each other at
a distance of about 2.9 A. This two-layer ice maximizes
the number of H-bonds at the expense of adopting a non-
tetrahedral geometry with weakened H-bonds.”! A recent
DFT study finds that a planar hexagonal bilayer of ice ad-
sorbed on graphene is more stable than two hexagonal 0001
puckered layers of ice Th.'* This result is in agreement with
the experimental findings by Kimmel et al.”' However, if the
thickness of the ice films increases to four layers, the planar
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FIG. 9. Profile of the H and O atomic densities perpendicular to the surface.
The results correspond to quantum and classical simulations of the droplet
D54, on graphite at 300 K (liquid droplet). The results for O have been scaled
by a factor of 2. The quantum and classical results are identical within the sta-
tistical uncertainty of the simulation. Error bars are lower than the displayed
symbols.

bilayer structure becomes unstable with respect to four layers
of ice Th.'* Our calculated probability density profiles sup-
port the absence of planar hexagonal rings in the structure of
ice droplets in the studied temperature range between 50 and
200 K.

The density profile, p#, of the H atoms is determined by
the topology of the H-bond network in the crystalline solid
droplet. H-bonds connecting the O atoms of a puckered layer
give rise to a peak in the middle of the double-peaks of p¢
(see Fig. 8(a)). For the water layer nearest to graphite, the
maximum of this H peak appears at 3.4 A. H-bonds between
O atoms in contiguous layers are located at z-coordinates cor-
responding to the interlayer region, where the p¢ curves dis-
play low probability density. These H-bonds are responsible
for the small peaks in the interlayer region of Fig. 8(a).

The differences between quantum and classical results
for pf and ,of are small at 50 K. The quantum ,of curve
in Fig. 8(b) shows that the crystalline ice droplet is slightly
expanded in comparison to the classical one. Relative to the z-
coordinates of the classical peaks, the quantum p¥’ are shifted
by about 0.1-0.2 A toward larger values. The quantum and
classical density profiles of H atoms obtained for the amor-
phous ice droplet at 50 K are displayed in Fig. 8(c). The ef-
fect of molecular disorder is evident by a comparison with the
crystalline data in Fig. 8(b). The classical and quantum results
reveal differences that are small in the scale of the figure.

The atomic density profiles of crystalline ice droplets at
temperatures up to 200 K are qualitatively similar to those
presented at 50 K. However, at 300 K the atomic density
profiles change drastically as shown in Fig. 9. The p¢ and
p!! profiles reveal a liquid droplet where molecular disorder
has erased the highly structured profile of a crystalline solid
drop. A layered ordering is formed in the neighborhood of the
graphitic surface. This refers to a packing effect present in all
solid-liquid interfaces including droplets.’”? The z-coordinates
of the first two maxima are at 3.3 and 6.4 A, respectively.
Interestingly, the density profile curves become identical in
the quantum and classical simulations. The quantum-classical
differences in the atomic densities of ice droplets vanish in the
case of liquid droplets.
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The agreement between the quantum and classical p¢
and p# curves of liquid droplets is only found after long sim-
ulation runs of at least 12 ns. Such a long time is required to
average the significant fluctuations in the shape of the D3,
droplets. At shorter simulation times of 1-2 ns, one may ob-
serve differences between the quantum and classical density
profiles due to insufficient sampling. With samplings of 12 ns
at 300 K we have found identical quantum and classical den-
sity profiles, within the statistical limits, for the droplets D ¢,
and D;,,. For the larger droplets Dg,4 and D4, the quan-
tum simulations of 3 ns were too short to observe the same
statistical accuracy in their density profiles as derived in the
longer classical runs of 12 ns. We have not tried to perform
longer quantum runs for the larger droplets because of their
high computational cost. We assume that the result obtained
in the long simulation runs of the two smaller droplets is a
strong indication of its validity for larger droplet sizes.

VI. DROPLET LIQUID-VAPOR INTERFACE
A. Interface analysis

The density profiles studied in Sec. V B do not provide
precise information on the liquid-vapor interface. Therefore,
we now want to address the question, if there are significant
differences in the classical and quantum liquid-vapor interface
of the droplets. To this aim the location of the equimolec-
ular dividing surface is studied by the same procedure as
employed in previous classical simulations.!”-7>7* First, the
z-axis is set as the surface normal passing through the center-
of-mass of the droplet; the distance to this axis is denoted as R.
As the equilibrium shape of the droplet displays radial sym-
metry around the z-axis, the molecular density is analyzed by
considering volume elements defined by a cylindrical binning.
The reason for using this shape instead of spherical shells is
that we do not make the a priori assumption of having spher-
ical droplet shapes, as non spherical segment-shaped droplets
have been reported for particles interacting through two-body
LJ forces.”” Bins of identical volume are defined with a dis-
cretized height of Az = 0.2 A. The radial boundaries are lo-
cated at R, = \/iAA/x fori=1, ..., N, with a base area
per bin of AA = 97 A. With this definition, each cylindrical
bin of a discretized horizontal layer has a volume of 1.8 A3.
The molecular density p°(R) for every single layer z of the
binned droplet is calculated on the basis of the O coordinates.
The location of the equimolecular dividing surface is deter-
mined by assuming a tanh function across the liquid-vapor
interface!”7>74

[ —
pO(R) = % [1 — tanh <—2(Rd RZ)} @

Z

09 is the molecular density of the liquid droplet at height z,
R_ is the radius defining the equimolecular dividing surface
at z, and d_ is a measure of the interface width at z. For a
graphical representation of d,, see Fig. 10. Within the interval
2d, the water density is reduced from the bulk to the gas phase
value. In the interphase region, the density of the gas phase is
assumed, in agreement with the simulations, to be vanishingly
small.
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FIG. 10. Radial density of the O atoms as derived at 300 K from quantum
(circles) and classical (squares) simulations of the droplet D5, on graphite.
The volume density was calculated at the horizontal layer z = 9.5 # 0.1 A.
The simulated densities have been fitted to a tanh function. R_ is the position
of the equimolecular dividing surface, where the interface density is half of
the bulk liquid density. The width of the liquid-vapor interface is roughly
given by 2d_. The quantum and classical fits are nearly indistinguishable.

The result for p°(R) at 300 K derived by quantum and
classical simulations of the droplet D,;; on graphite is pre-
sented in Fig. 10 at a height z = 9.5 A. The position of the
equimolecular dividing surface is obtained by the tanh fit at
R, =154 A, while the parameter d, is 3.3 A. Note that the
quantum and classical findings are nearly indistinguishable.

The results of the analysis of the liquid-vapor interface
as a function of the height z is presented in Fig. 11. The po-
sition of the equimolecular dividing surface R, is displayed
in Fig. 11(a). The quantum and classical results are identical
within the statistical uncertainty of the simulations. Error bars
are low because the long simulation run allows for an efficient
sampling of the droplet shape fluctuations and the disorder in
the liquid droplet. Larger statistical errors are found at the top

m
e
=
N

L I A

1

= 0 L 1 L 1 L 1 L 1
T T T I T T T

- - classical

— quantum

z(H

FIG. 11. Results of the 300 K fit of the liquid-vapor interface of the water
droplet D,;, by a tanh function. Both quantum and classical simulation re-
sults are given as full and broken lines, respectively. From bottom to top:
(a) position of the equimolecular surface, R_, for horizontal layers at a height
z from the graphite surface; (b) volume density of the liquid phase; (c) param-
eter d_ associated to the interface width. The error bars indicate the statistical
uncerfainty of the results. In panels (a) and (b), the quantum and classical
results are nearly indistinguishable.

J. Chem. Phys. 141, 204701 (2014)

of the droplets, i.e., at z-values where the sampled horizon-
tal layer is inside the liquid-vapor interface. Note the different
scale of the two axes in Fig. 11(a), so that the droplet shape de-
fined by the R_ profile appears distorted. The graphite surface
has a notorious effect in the shape of the droplet at heights z <
7 A. The fitted liquid density, p?, is presented in Fig. 11(b).
We find again that the quantum and classical results are iden-
tical within the statistical uncertainty of the simulation.

To test the internal consistency of the fitted functions, the
quantities R, and 02 should be correlated with the atomic
density profile p¢ shown by a continuous line in Fig. 9. At
a given height z, these quantities are related by the expression

pl =nRp?. )

We have checked that the fitted values of p¢ and R_ satisfy
this consistency test.

The width d, associated to the liquid-vapor interphase is
presented in Fig. 11(c). The small differences between the
quantum and classical results for d, are not statistically sig-
nificant. The parameter d, shows oscillations at heights below
7 A that correlate with the density oscillations caused by the
hard graphite surface. At higher values of z, the increase in the
parameter d, is a consequence of the interface analysis using
horizontal layers. Strictly speaking, the interfacial thickness
should be always measured perpendicular to the interface.”?

The interfacial water structures of H,O and D,O are in-
distinguishable as derived in recent quantum PIMD simula-
tions of a planar interfaces.”> This absence of an isotope ef-
fect is in line with the indistinguishability of the liquid-vapor
interface in our quantum and classical simulations of droplet
interfaces. Nevertheless, the simulations of Ref. 25 predict an
isotope effect in the case of HDO molecules. The intramolec-
ular symmetry breaking is reflected in the interface, so that the
OH bonds are preferably oriented into the vapor phase. These
simulation results show good agreement to vibrational sum-
frequency generation spectroscopy.”’> The relative preference
for D to occupy H-bonded rather than dangling positions was
also predicted by Anick in the study of the zero-point energy
of water clusters by a harmonic approximation in combination
with DFT calculations.®

The comparison of the liquid-vapor interface in the quan-
tum and classical simulations of the droplet D g, at 300 K
leads to results in agreement to those presented for the larger
droplet, D;;,. This can be considered as a justification that the
indistinguishability of the liquid-vapor interface in the quan-
tum and classical simulations of water droplets at 300 K is
a size independent result. For this reason, the analysis of the
contact angle and the line tension as a function of the droplet
size is presented in Subsections VI B and VI C on the basis of
only classical simulations.

B. Contact angle

We employ the same procedure as in Refs. 17, 73, and
74 for the calculation of the contact angle between the droplet
and the graphite surface. The droplet shape R, obtained from
the tanh function in Eq. (4) is fitted to a circle with radius R,
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FIG. 12. Correlation between the droplet shapes R_ and the separation z from
the surface. The open symbols refer to R_ as derived from the classical simu-
lations of the four studied droplet sizes at 300 K. Full lines are circular shapes
fitted to R_. The fits were limited to a region 7 A <z <z . The limits are

max

shown by broken lines. The short ones indicate the z,,,  used for each droplet.
The contact angle 6 is defined by the tangent of the circle at z = 0.

that is centered at a height z,;
(z—2z))* +RZ=Rj. (6)

The full lines in Fig. 12 display the fitted spherical shapes
of the droplets as derived from the classical simulations at
300 K. Open symbols are R, values derived from Eq. (4).
Heights in the range 7A < z < Znax Were used in the fit.
The lowest cut-off avoids the oscillations in R, caused by
the graphite surface. The upper limit z,,,. excludes the top
of the droplet, where the statistical error of R, is largest (see
Fig. 11(a)). From our simulations, we conclude that the equi-
librium droplet shape is a spherical cap. The same result has
been observed quite frequently in other classical simulations
of water droplets on surfaces.”*”> However, a simulation of
LJ particles on a solid surface has shown droplets which are
not spherically shaped.”

The fitted z; and R; values as well as some relevant
geometrical data of the spherical caps are summarized in
Table IV. The contact angle 6, calculated at z = 0 (see
Fig. 12), decreases as the size of the drop increases, in agree-
ment to the simulations reported in Ref. 75. The contact circle
of the spherical cap with graphite has radius, R,, and its sur-
face is S,,. The external surface of the spherical cap, excluding
the base S,,, is S,,,,. We observe that the ratio S, /S, converges
with the size of the droplet to a value of 2.4. The ratio between
the volume of the spherical cap and the volume of the whole
sphere tends to a value slightly larger that 0.6.

C. Line tension

The modified Young’s equation for a spherical droplet
with contact angle ¢ and a circular contact line of radius R, is
given as'”7-70

cosf =cosf,, — ——, 7

where 6 is the contact angle of an infinitely large droplet,
7T is the line tension, and y the liquid-vapor surface tension.
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TABLE IV. Results of the fit of a spherical shape for the liquid droplets
studied by classical simulations at 300 K. z,; and R, are the height of the
center of the sphere and its radius, respectively. 0 is the value of the contact
angle. Estimated statistical errors are 0.3 A for the distances (z 4 Ry and
+2° for the contact angle. The equilibrium droplet shape is a spherical cap.
Several geometrical parameters of the droplet are given: R, and S, are the
radius and area of the contact circle atz = 0. S, w (without including S, ) and
Vmp denote the surface and volume of the spherical cap. prh is the volume
of the sphere.

D187 D377 D678 D1071
7y (A) 32 35 34 3.9
R, (A) 132 16.7 20.5 23.8
0 (deg) 104 102 100 99
R, (A) 12.8 16.3 202 235
S, (A% 516 836 1287 1730
Seap AP 1359 2116 3091 4130
Seap!Sh 2.6 2.5 24 24
Veap! Vo 0.68 0.65 0.62 0.62

The results for cos # and R,, from Table IV are represented in
Fig. 13. The extrapolated value of the contact angle 6
amounts to 93° + 3°. This value is larger than the reported
contact angle for the SPC/E model,””-”® which should be at-
tributed to differences in the employed water force field. The
slope is negative which implies that the line tension t is pos-
itive. By considering the experimental surface tension of wa-
ter at 300 K, y = 72 mN/m, we derive a line tension of 1.7
x 107" J/m. It should be noted that the sign and magnitude
of the line tension are in agreement with the recent work of
Dutta and co-workers’”’8 and with Ref. 75. However, our
current value is somewhat lower than the line tension of the
SPC/E model (~2.4-3.0 x 107! J/m).!7-7"-78 In view of the
differences in the model parameters (rigid SPC/E vs. flexi-
ble g-TIP4P/F water potential, 80% lower € -, parameter, and
different droplet sizes), we conclude that the agreement is rea-
sonable. In fact, not only the magnitude but even the sign of
the line tension has been subject of debate.”>”® Recent MD
simulations of water droplets on graphene using a SCP model
report a negative line tension of —3 x 10! J/m.?* Studies of

0 — T T T T 1
 ©0,=93"+3° 1
0.1 -
©
s T T, ]
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-11 \*o\\ 4
T=(1.7£03)10" Jm
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0 002 004 006 008
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FIG. 13. Cosine of the contact angle, 6, of water droplets on graphite as a
function of the inverse base radius R, which has been derived from our clas-
sical simulations at 300 K. The broken line is the linear fit with Eq. (7). The
fitted parameters are the macroscopic contact angle 6 _ and the line tension 7.
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LJ particles on a solid surface predict a negative line tension
for the drops as well.”>30

VIl. CONCLUSIONS

Quantum PIMD and classical MD simulations of water
droplets on graphite have been performed to assess the im-
portance of nuclear quantum effects in the droplet as a func-
tion of temperature. We have used the flexible q-TIP4P/F wa-
ter model and a LJ potential to describe water-carbon inter-
actions. In the low-temperature limit, a quantum description
of the atomic nuclei leads to a surface binding energy of the
water molecule that is three times smaller than the binding
energy of two water molecules in a water dimer. Quantum
zero-point motions reduce the classical binding energy of a
water dimer by 32%, and the surface binding energy by 7%.
With increasing temperature, however, these differences be-
come smaller, in particular for the weak water-graphite inter-
action. At 50 K the surface binding energy in the quantum
case is only 1% lower than in the classical limit.

We have studied water droplets at temperatures where the
droplet is either solid or liquid. The initial geometry for the
solid droplets was generated from the ice Ih structure by con-
sidering clusters formed under inclusion of the successive co-
ordination spheres of a central water molecule. The spherical
clusters were cut by a plane perpendicular to the hexagonal
axis of ice Ih to get spherical caps made up of layers of water
molecules with 0001 orientation. After a geometry optimiza-
tion of the ice droplets on graphite, the calculation of their
vibrational density of states allowed us to identify the main
differences with ice Ih. Particularly interesting is the effect of
the presence of dangling OH bonds and the deviation from
a tetrahedral H-bond framework in the vibrational properties.
Initial geometries of amorphous ice droplets were generated
by sudden cooling of liquid droplets. The molecular disorder
in the amorphous droplet causes a red shift of the vibrational
states associated to the intermolecular librational modes and
a concomitant blue shift of the intramolecular OH stretching
vibrations. This effect is in line with a weakening of the H-
bonds in the amorphous ice structure relative to the crystalline
one.

In quantum simulations, the average distance of cova-
lent OH bonds displays temperature independent mean square
fluctuations of 0.07 A, which is a consequence of the zero-
point vibrations. OH dangling bonds are shorter than non-
dangling ones. These covalent bonds differ in their tem-
perature dependence. Average dangling bond distances are
temperature independent, while non-dangling bonds become
shorter with increasing temperature. This effect is a conse-
quence of the coupling between OH and H-bonds. Classically,
average OH distances are 0.01 A shorter than in the quantum
case. At 50 K the classical average of the bridging OO dis-
tances is 0.03 A shorter than the quantum value. But as ex-
pected this difference decreases with increasing temperature.

The temperature dependence of the kinetic and potential
energy of the water droplets on graphene was compared to
that of ice Ih and liquid water, in both the quantum and clas-
sical limits. At a given temperature, the kinetic energy of ice
Ih in the quantum simulations is slightly higher than that one
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of the disordered systems (droplet, liquid). The kinetic energy
is not sensitive to the different kinds of disorder in a droplet
(presence of an interface) and in the bulk liquid (without in-
terface). On the contrary, the calculated potential energy is
found to increase in the order ice Th < bulk liquid < droplet.

The analysis of atomic density profiles of the droplets
shows differences between the quantum and classical simu-
lations at temperatures where the droplet is solid. In the quan-
tum limit, they are slightly expanded relative to the classi-
cal result. However, the results at 300 and 350 K, where the
droplet is liquid, show that the density profiles and the liquid-
vapor interface of the droplet are identical within the statis-
tical uncertainty of the simulations in the quantum and clas-
sical limits. The equilibrium shape of the studied droplets is
a spherical cap. This result has been found in droplets with a
number of water molecules in the range 100-1000. The con-
tact angle of the droplet decreases with the droplet size. The
simulation data can be extrapolated to a macroscopic value of
0. = 93° & 3°. The calculated line tension is positive and
amounts to (1.7 & 0.3) x 107" J/m. From the present ap-
proach, we also deduce that the adopted classical simulation
technique is of sufficient accuracy for the study of certain in-
terfacial properties despite the light water hydrogens. It seems
that the sizeable importance of zero-point fluctuations does
not affect collective, i.e., macroscopic, properties such as the
contact angle.
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