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In this work, we have studied the effect of hydrophilic silica nanoparticles (NPs), in the presence
of nonionic surfactants (Triethylene glycol monododecyl ether and Tween 20), on the oil–water (n-
octane–water, n-dodecane–water and n-hexadecane–water) interfacial tensions (IFTs) at 300 K, using
coarse-grained molecular dynamics simulations based on the MARTINI force field. Simulation results
indicate that silica NPs solely do not affect the IFT. However, the silica NPs may or may not increase
the IFT of oil–water containing nonionic surfactant, depending on the tendency of the surfactant to
adsorb on the surface of NPs. The adsorption occurs due to the formation of hydrogen bonds, and
adsorption increases with a decrease in pH, as seen in experimental studies. In this work, we found
that the oil–water IFT increases with an increasing amount of adsorption of the surfactant on NPs. At
a fixed amount of adsorption of the surfactant on NPs, the IFT behavior is indifferent to the change
in concentration of NPs. However, the IFT decreases with an increase in surfactant concentration.
We present a detailed analysis of the density profile and intrinsic width of the interface. The IFT
behavior is found to correlate extremely well with the intrinsic width of the interface. The current
study provides an explanation for the increase in IFT observed in a recent experiment [N. R. Biswal
et al., J. Phys. Chem. B 120, 7265–7274 (2016)] for various types of NPs and nonionic surfactant
systems. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4984073]

I. INTRODUCTION

Reducing the interfacial tension (IFT) between two
immiscible fluids using the external agents, such as nanopar-
ticles (NPs) and surfactants, enables the fluids to find
applications in detergents, emulsions, cosmetics, pharmaceu-
tical, foams, coating industry, and petroleum industry.1 Thus,
numerous works have been conducted to understand the behav-
ior of the IFT in the presence of NPs and surfactants. Several
studies have already focused on the IFT of n-alkane–water
systems2–8 and oil–water systems containing surfactants,9,10

protein,11 amphiphilic molecules,12 and surfactin molecules.13

From these studies, it is clear that adding the surfactant mod-
ifies the interfacial properties such that it always reduces the
IFT of fluid–fluid interfaces.14,15

Distinct from surfactants, adding NPs can affect the IFT
in all possible ways. For example, silica NPs have no effect
on the IFT of air–water, TCE–water,16 decane–water,17 and
vegetable oil–water18 systems. Similarly, hydrophobic bacte-
ria,19 hydrocarbon NPs,20 and ZnO NPs21,22 also have no effect
on the oil–water IFT. However, hydrophilic alumina NPs23

and magnetite NPs24 increase the oil–water IFT. On the con-
trary, addition of hydrophobic alumina NPs23 decreases the
oil–water IFT. The above suggests a strong influence of the
NP–fluid interaction strength on the IFT.

The influence of NPs along with surfactants has also been
studied in view of widespread industrial applications, such as
mineral flotation, particle stability, detergency, deinking, and

a)Author to whom correspondence should be addressed: jayantks@iitk.ac.in.
Tel.: 91-512-259 6141. Fax: 91-512-259 0104.

several others.25,26 It has been reported that adding NPs along
with the surfactant may or may not affect the IFT of the oil–
water system. For example, adding hydrocarbon NPs27 has
no effect on the IFT and interfacial thickness of the water–
trichloroethylene system containing Sodium dodecyl sulfate
(SDS) surfactant. Similarly, hydrophilic silica NPs also show
no influence on IFT, when added to air–water and dodecane–
water systems containing the zwitterionic surfactant (capry-
lamidopropyl betaine).28 On the other hand, various other
reports indicate that NPs can help surfactants in reducing the
IFT of the oil–water interface. For example, magnetite24 and
silica15,16,29 NPs increase the efficiency of SDS in reducing the
IFT of the oil–water interface. In the first case, magnetite NPs
weaken the repulsive interactions between SDS molecules,
while in the later study, the electrostatic repulsions between
silica NPs and SDS promote the diffusion of SDS towards
the interface and thus reduce the IFT. ZnO NPs also increase
the efficiency of CTAB21 and gemini surfactants (12-3-12 and
14-3-14)22 in decreasing the IFT, due to the synergistic effect.

There are also instances when an increase in the IFT is
observed with the addition of NPs to the oil–water system con-
taining surfactants. For example, when silica NPs are added to
the air/oil–water system having CTAB, the electrostatic attrac-
tion between CTAB and silica NPs causes most of the CTAB
to adsorb on the NPs leaving very less amount of free surfac-
tant molecules at the interface,29–32 leading to an increase in
the IFT. Similarly surface tension of sodium dodecyl benzene
sulfonate solution also increases with the addition of single-
walled carbon nanotubes (SWCNTs), due to the adsorption
of the surfactant on the carbon nanotubes (CNTs) to stabilize
them in the aqueous solution.33
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While the aforementioned studies are based on ionic
surfactants, in applications like cosmetics, food products,
and pharmaceuticals, nonionic surfactants14,16,18 are preferred
with nanoparticles to stabilize the emulsions. Ma et al.16 car-
ried out a study at a pH of 10 and observed no change in IFT
with the addition of negatively charged silica NPs (13 nm, 10
wt. %) to the trichloroethylene–water system, containing non-
ionic (Triton X-100, C8E4, C12E4, C14E4) surfactants. This
behavior is attributed to the weak affinity between the non-
ionic surfactant and the NPs at the specified pH. However, a
similar study was carried out by Pichot et al.,18 at a pH of 2,
where adding silica NPs (12 nm, 1% aerosol) increased the IFT
of the oil–water system having a low concentration of nonionic
surfactants (Tween 60 and sodium caseinate), which is contra-
dictory to the result of Ma et al.16 Interestingly, the results of
Pichot et al.18 are in agreement with the recent works of Biswal
et al.15,34 Biswal et al.15,34 observed an increase in the IFT on
the addition of SiO2/ZnO/TiO2 NPs to n-hexane/n-heptane/n-
decane/toluene–water systems, having nonionic surfactants
(Triton X-100 and Tween 20). These results clearly contra-
dict the results of Ma et al.16 However the different behaviors
observed for the IFT in the presence of silica NPs and nonionic
surfactants by various authors have not been explained in the
literature.

In addition to the experimental studies, molecular
dynamic (MD) simulations have also been carried out to study
the effect of hydrophobic NPs on the heptane–water sys-
tem containing nonionic surfactants (C12E3).14 The results
show a decrease in the IFT with the addition of NPs, as
the NPs accompany surfactants at the interface. To gain
further insight into the interactions between NPs and non-
ionic surfactants, self-organization of n-alkyl poly(ethylene
oxide), CmEn aqueous surfactants at a planar graphite-like
surface has been studied.35 In addition, adsorption of anionic
(SDS) and nonionic (C12E6) surfactants on the silica surface
has also been studied with varying degrees of hydroxyla-
tion.25 The discrete charge distribution on the substrate surface
appears to dictate both surfactant adsorption and aggregate
morphology.

It is evident based on the aforementioned literature that
the behavior of NPs along with ionic surfactants is well under-
stood, as it is mainly governed by the electrostatic interactions.
On the other hand, a complex behavior is associated with non-
ionic surfactants, which varies due to several parameters such
as pH and degree of hydroxylation. This complex behavior
allows NPs to behave differently in different environments.
Consequently, at some instances for the same system, the IFT
of oil–water increases in the presence of NPs with nonionic
surfactants. On the other hand, for other cases, no change in
the IFT of oil–water is observed in the presence of NPs. Thus,
the key objectivity of this work is to understand the cause for
a different behavior in the IFT upon the addition of NPs to
oil–nonionic surfactant solutions.

Coarse-grained (CG) molecular dynamic simulations
based on the MARTINI model have been carried out as the
calculation of the IFT of oil–water system containing NPs and
surfactants; using the atomistic model is computationally very
expensive. The MARTINI force field has been reported for
calculating the surface tension of different MARTINI water

models such as standard36 and polarizable.37 The MARTINI
model has also been applied to study the IFT of liquid–liquid
interfaces.36,38,39 Marrink et al.36 showed that the calculated
dodecane–vapor/water IFT values are in good agreement with
the experimental values. Neyt et al.38 also calculated the IFT of
liquid–liquid interfaces, altered using salt and alcohol. Another
work by the same group is the one in which Ndao et al.39

studied the dependence of the IFT on temperature and alkane
chain length. In this work, we have studied the effect of sil-
ica NPs and nonionic surfactant on the IFT of the oil–water
interface. In order to understand the behavior in the experi-
mental works, we have also investigated the behavior of NPs
with free and adsorbed surfactants, and its consequence on
the IFT values. The rest of the article is organized as fol-
lows: Simulation details are described in Sec. II, Sec. III
discusses the results, and finally conclusions are contained in
Sec. IV.

II. MODEL AND SIMULATION DETAILS

The process of coarse graining involves reducing the
degree of freedom by representing the group of atoms by a
bead. In this work, we have used different molecules coarse
grained based on the MARTINI model.36 In general, the MAR-
TINI model maps four heavy atoms (excluding hydrogen) to a
single bead, while for structures containing ring, two or three
atoms are mapped to a bead. There are four main types of inter-
action sites: polar (P), non-polar (N), apolar (C), and charged
(Q). Each main type is further divided into subtypes depending
on its hydrogen bonding capabilities as donor (d), acceptor (a),
both (da), and none (0), or by a number denoting a degree of
polarity from high (5) to low (1).

The total interaction energy in the MARTINI force field
is a contribution from non-bonded, bonded, and electro-
static interactions. Non-bonded interactions are given by the
Lennard–Jones (LJ) 12-6 potential energy function as defined
in Eq. (1), where ε, σ, and r are the interaction strength, the
closest distance of approach, and the distance between two
particles, respectively. Equation (2) represents the truncated
and shifted function to make Eq. (1) continuous at the cut-
off (rc), and the expression ULJ shift(r) is zero for r > rc. The
LJ interactions between the second nearest neighbors are also
included in the simulations,

ULJ (r) = 4ε

[(
σ

r

)12
−

(
σ

r

)6
]

, (1)

ULJ shift (r) = ULJ (r) − ULJ (rc) for r ≤ rc. (2)

Bonded interactions are defined for bonds and angles connect-
ing the CG beads. Bonds are described by weak harmonic
potential as

Ubond(r) = Kbond(r − r0)2, (3)

where Kbond is the force constant and r0 is the equilibrium
bond distance. The LJ interaction is excluded between bonded
particles. The angle between the connected beads is defined
using the harmonic potential of cosine type as

Uangle(θ) = Kangle[cos(θ) − cos(θ0)]2, (4)
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FIG. 1. (a) A cartoon showing various molecules used
in simulations in their coarse-grained form. Four water
molecules are represented as one bead. Brown, green,
blue, and light blue represent C1, SPn, SP0, and COCO
beads, respectively. Each SiO2 group of silica NP is rep-
resented by a SP5 bead. (b) A snapshot showing the
simulation box used for the study, having two phases,
oil and water, and two interfaces.

where Kangle is the force constant and θ0 is the equilibrium
bond angle. All the molecules in this study are considered with-
out any charges, so there is no contribution of the electrostatic
interactions to the total interaction energy.

The coarse-grained beads for different molecules used in
this study are illustrated in Fig. 1. In the MARTINI force
field,36 four water molecules are represented by a single
bead having type P4 (non-polarizable water model), and 10%
antifreeze particles of type BP4 are added to P4 beads in order
to avoid freezing of CG water between 280 and 300 K. BP4

and P4 beads have different self interaction parameters, but
are similar in interaction with all other beads. Nonionic sur-
factant C12E3 is modeled the same as used by Rossi et al.40

The coarse-grained Tween 20 structure is as per the method
adopted by Amani et al.41 for polysorbate 80, and the inter-
action parameters are taken from the work of Rossi et al.40

The silica NP is made from crystalline cristobalite silica. A
sphere of 30 Å diameter is cut from the crystal. All the oxy-
gen atoms are removed and the silicon atoms are replaced
by a CG bead of type SP5. The CG silica NP obtained is
a spherical cluster of SP5 beads having a diameter of 30 Å.
The non-bonded interaction parameters of an individual bead
of a silica NP are taken from the work of Pérez-Sánchez
et al.,42 where they have parameterised charged cyclic silica
oligomers by SQda bead. In this work, we have modeled a silica
nanoparticle as an uncharged cyclic silica oligomer. In another
work, Pérez-Sánchez et al.43 reported that the same non-
bonded interaction parameters can be used for both charged
and uncharged beads. Thus, we have considered an uncharged
bead (SP5) in place of a charged bead (SQda), both having
the same self- and cross-interaction parameters. The NPs are
kept rigid during the simulations. The interaction parameters
used in simulations are described in Tables I and II. Simu-
lations are performed using LAMMPS package,44 in NPTA
ensemble,38 where the number of particles, pressure, temper-
ature, and area of the interface are kept constant during the
simulations. The velocity-Verlet algorithm is used for integrat-
ing the equations of motion. For simulations involving C12E3

molecule, a time step of 20 fs40 is used, while in simulations
not involving C12E3, 30 fs is used. The temperature is main-
tained at 300 K and pressure at 1 atm using the Nosé–Hoover
thermostat and barostat with the damping parameters of 1.0 ps
and 5.0 ps, respectively. The simulation box is a rectangular
parallelepiped in which the box length in the x and y directions

(Lx and Ly) is kept fixed at 150 Å. The box length (Lz) in the z
direction fluctuates to maintain the equilibrium density of dif-
ferent phases present in the system. This is done by using the
barostat only in the z direction. Periodic boundary conditions
are applied in all the directions, due to which two interfaces are
present in the system. The cut-off value, rc = 13 Å, is used along
with the truncated and shifted potential function in place of rc

= 12 Å and the standard shift function of GROMACS45 as used
by Marrink et al.36 Oils such as octane (10 000 molecules),
dodecane (6667 molecules), and hexadecane (5000 molecules)
are used along with water (20 000 beads) in the simulations.
The simulation box contains oil and water phases, to which
either NPs or surfactant or a mixture of both is added, to
study the effect of changing concentration of NPs and surfac-
tants. Grafted NPs used in this study are made by attaching the
hydrophilic end of the surfactant (C12E3) chain to a hydrophilic
silica NP surface and freezing the attached bead with the
NPs, while rest of the beads of the surfactant are flexible.
The grafting is done following a similar mechanism as antici-
pated in the experiments46 and it is different from the work of
Ranatunga et al.,14 where they have grafted the hydrophobic
part of the surfactant to a hydrophobic NP surface. Grafted
NPs are prepared using Packmol package.47 All the snap-
shots are generated using VMD, a molecular visualization
program.48

TABLE I. Non-bonded interaction parameters.

Molecule Bead type ε (kcal/mol) σ (Å)

Water P4–P4 1.195 03 4.7
Antifreeze BP4–BP4 1.195 03 4.7
Water–antifreeze P4–BP4 1.338 43 5.7
Oil, C12E3, Tween 20 C1–C1 0.836 52 4.7
Oil, C12E3, Tween 20–water P4/BP4–C1 0.478 00 4.7
NP SP5–SP5 1.003 8 4.3
NP–Water SP5–P4/BP4 1.338 43 4.7
NP–Oil, C12E3, Tween 20 SP5–C1 0.478 00 4.7
C12E3, Tween 20 SP0–SP0/SPn/COCO 0.806 64 4.3
C12E3, Tween 20 SPn–COCO 0.806 64 4.3
C12E3, Tween 20 SPn–SPn 0.896 2 4.3
Oil–C12E3, Tween 20 C1–SP0/SPn/COCO 0.645 31 4.7
Water–C12E3, Tween 20 P4/BP4–SP0/SPn/COCO 1.015 7 4.7
Tween 20 COCO–COCO 0.836 52 4.3
NP–C12E3, Tween 20 SP5–SP0/SPn/COCO 0.950 04 4.3
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TABLE II. Bonded interaction parameters.

Bonds

Bond type Kbond [kcal/(mol Å2)] ro (Å)

C1–C1 1.493 4.7
C1–SP0 5.975 4.1
SP0–SP0 8.365 3.3
SP0–SPn 8.365 2.8
SP0–COCO 1.493 4.3
COCO–C1 1.493 4.7

Angles

Angle type Kangle (kcal/mol) θ0 (deg)

C1–C1– C1 2.9875 180
C1–C1–SP0 2.9875 180
C1–SP0–SP0 2.9875 180
SP0–SP0–SP0 23.9006 135
SP0–SP0–SP0 (ring) 23.9006 120
SP0–SP0–SPn 2.9875 140
SP0–SP0–COCO 2.9875 180
SP0–COCO–C1 2.9875 180
COCO–C1–C1 2.9875 180

The IFT (γ) of the oil–water interface is calculated using
the following expression:49,50

γ =
1
2

〈
Lz

(
Pzz −

Pxx + Pyy

2

)〉
, (5)

where Lz is the box length in the z direction and Pxx, Pyy,
and Pzz are the pressures in the x, y, and z directions, respec-
tively. A factor of ½ in Eq. (5) comes from the fact that there
are two oil–water interfaces present in the system. In this
work, we have calculated the pressure component using the
virial method.51 The simulations are run for 900 ns equili-
bration. The production run is varied from 300 ns to 900 ns
depending on the NPs concentration. The average value of
the IFT is based on the block averages of the production
run.

The interfacial width is obtained by fitting the density
profiles of oil and water as obtained from our simulations to
the following equations:52

ρ1(z) =
1
2
ρ1 −

1
2
ρ1erf

(
z − 〈h1〉
√

2wc

)
, (6)

ρ2(z) =
1
2
ρ2 +

1
2
ρ2erf

(
z − 〈h2〉
√

2wc

)
, (7)

where ρ1 and ρ2 are the densities of two liquids 1 and 2,
here oil and water. 〈h1〉 and 〈h2〉 are the average positions
of the interface for liquids 1 and 2, respectively. Equations (6)
and (7) fitted to the density profile data yield the value of
intrinsic width, w0 = |h1 − h2 | and the width due to thermal
fluctuations, wc.

III. RESULTS AND DISCUSSIONS

The surface tension/interfacial tension calculated using
the MARTINI force field deviates from the experimental val-
ues.39 First, we have performed few simulations to compare

TABLE III. Surface tension/interfacial tension, γ (mN/m) of different inter-
faces using coarse-grained simulations at two different cut-off values, 12 and
13 Å at a temperature of 300 K, and their comparison with experiments and
reference simulations.

Reference
rc = 13 Å rc = 12 Å Experiments39 simulation39

T (K) γ γ γexp. γsim.

Water–vacuum
300 39.60 ± 0.28 35.39 ± 0.16 72.86 (293 K) 30 (293 K)

Octane–vacuum

300 26.42 ± 0.26 23.95 ± 0.33 21.62 (293 K) . . .
Hexadecane–vacuum

300 31.93 ± 0.28 29.23 ± 0.35 27.05 . . .
Octane–water

300 48.71 ± 0.37 44.21 ± 0.28 51.2 41.1 ± 0.8
Dodecane–water

300 51.20 ± 0.35 46.66 ± 0.30 52.8 42.6 ± 1.0
Hexadecane–water

300 52.88 ± 0.36 48.18 ± 0.25 53.3 43.2 ± 1.0

our results with the literature based on the MARTINI model
and experimental values. Table III summarizes these results.
The surface tension of water using the MARTINI model is sig-
nificantly lower than that of the experimental value, and with
increasing cut-off (rc) distance, viz., 12, 13, 14, 15, 20, and
25 Å, the surface tension values are found to be 35.39, 39.60,
42.96, 45.74, 53.95, and 57.89 mN/m, respectively, reaching
closer to the experimental value with an increasing rc value.
For oils such as octane (C8) and hexadecane (C16), the sur-
face tension is overestimated compared to the experimental
values. It is noted that the surface tension is closest to the
experimental value at rc = 12 Å and deviates more at 13 Å. On
the other hand, for liquid–liquid systems, the calculated IFT
of C8–water, C12–water, and C16–water is underestimated as
compared to the experimental values. The IFT increases with
the increase in rc from 12 to 13 Å, and at rc = 13 Å, the IFT
is close to the experimental value. The values obtained in this
work are an improvement over the reference simulation val-
ues39 obtained using the MARTINI force field with rc = 12 Å
and the standard shift function of GROMACS.45 For example,
in the work of Ndao et al.,39 the reported deviation of the oil–
water IFT from the experiments is ∼20%. In another work by
Neyt et al.,38 the deviation of the oil–water IFT reaches∼27%,
while in the present study, the deviation reduces to less than 6%
from the experiments. Apart from IFT, we also looked into the
bulk density of liquids, and they are summarized in Table IV.
It is noted that the deviation in densities is more as compared
to that of reference simulations.39 Furthermore, the increase
in rc value further increases the deviation in the density value
for oils. In this work, our focus is on the liquid–liquid inter-
facial tension, and thus, we have fixed a cut-off distance rc

= 13 Å in the entire study, as rc = 13 Å provides IFT values
for oil–water closer to the experimental values without much
deviation in densities from the known values of the MARTINI
model. The MARTINI model also holds good for the varia-
tion of IFT with temperature and alkyl chain length of oil. In
Fig. 2, the IFT decreases with an increase in the temperature
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TABLE IV. Bulk densities, ρ (g/cm3) of liquids used in simulations at 300 K, and their comparison with
experiments and reference simulations.

rc = 13Å rc = 12Å Experiments39 Reference simulation39

System ρ ρ ρexpt. ρsim.

Octane 0.814 ± 0.002 0.804 ± 0.002 0.700 0.799
Water 0.931 ± 0.002 0.921 ± 0.002 0.997 1.052
Hexadecane 0.845 ± 0.002 0.836 ± 0.002 0.770 0.832

and increases with an increase in the alkyl chain length. The
slope of γ vs. T plot gives a value of �0.13 mN/(m K) for
both oil–water systems, which is in agreement with the lit-
erature,39 but differs slightly from the experimental slope of
�0.10 mN/(m K). The above analysis concludes that the IFT of
oil–water interfaces can be reproduced reasonably well using
the MARTINI force field at different temperatures. The system
size chosen in this study is large enough such that the oil–water
IFT values reported in the entire study show negligible differ-
ence when the interfacial area of each interface is increased
by 4 times. Thus, the obtained IFT values have no system size
effect.

A. Effect of hydrophilic silica NPs on oil–water IFT

Oil–water systems have been studied using the MAR-
TINI force field in the past,38,39 but the effect of NPs on
the IFT has not been studied much. Figure 3 shows the IFT
of the oil–water system in the presence of hydrophilic sil-
ica NPs. The IFT values are unaffected by the addition of
NPs and are nearly constant with an increase in the concen-
tration of NPs. The constant value of IFT is attributed to the
hydrophilic nature of NPs, which promotes them to stay com-
pletely in bulk water as shown in a snapshot in Fig. 3. The
observed behavior of IFT is in agreement with the previous
experiments done with silica15–18,34 and other NPs20–22 in oil–
water systems. All the oil–water systems such as C16–water,
C12–water, and C8–water behave in the similar manner in our
simulations.

We have also looked into the density profiles of the C16–
water system in the presence of NPs. Figure 4(a) shows the
density profile at 2.15 vol. % of NPs. It is evident from the
figure that two well-developed phases, viz., for water and oil,
are observed, where NPs are found to immerse in the water

FIG. 2. The variation of IFT (γ) with temperature (T) for different oil–water
systems and their comparison with experimental values.

phase. Figure 4(b) shows the effect of changing NPs concen-
tration on the oil and water density profiles. It is evident from
the figure that no change in the density profiles of C16 and
water is observed with increasing concentration of NPs. The
density profile shows a clear picture of the interfacial width.
The interfacial width reduces with an increase in the sharp-
ness of the density profile. A lower interfacial width suggests
a higher IFT and vice versa.6 The overlapping density profiles
(or constant interfacial width) suggest an indifferent behavior
of the IFT, which is well supported by Fig. 3. This is also in
line with the work of Luo et al.20 where the constant interfacial
width of the oil–water system is reported with the addition of
NPs.

B. Effect of nonionic surfactant and silica NPs
on oil–water IFT

In this section, we extend our study to understand the
effect of NPs on the water–oil system containing nonionic sur-
factant. Figure 5(a) presents the IFT values of C8–water as a
function of the interfacial area per surfactant (triethylene gly-
col monododecyl ether, C12E3) molecule for two cases, with
and without NPs. The results of C8–water with C12E3, with-
out NPs, are consistent with the results of Ranatunga et al.,14

where they observed a similar behavior with C12E3 without
NPs at the heptane–water interface. It is clear that the IFT
of the oil–water interface increases with an increase in the
interfacial area per surfactant (equivalent of decreasing con-
centration). The behavior is similar in nature for the case of the
C16–water system as shown in Fig. 5(b). It is evident from Fig.
5(a) and Fig. 5(b) that the same amount of surfactant has more
impact on the IFT of C16–water as compared to the C8–water
interface. A larger decrease in IFT is observed for oil with a
longer alkyl chain length in the presence of surfactant. Fig. 5
also displays the combined effect of both surfactants (C12E3)

FIG. 3. IFT (γ) values for various oil–water systems at different silica NPs
concentrations. The snapshot shows the location of silica NPs in the C16–water
system. Blue, red, and yellow represent water, NPs, and oil, respectively.



204702-6 P. Katiyar and J. K. Singh J. Chem. Phys. 146, 204702 (2017)

FIG. 4. (a) The density profile (ρ) for the C16–water sil-
ica NPs system, at 2.15 vol. % NPs. (b) C16 and water
density profiles at different NPs vol. %. Different col-
ored lines represent different vol. % of NPs in the system.
Dashed lines indicate the oil phase, while solid lines
represent water.

and NPs on IFT. Red circles in Fig. 5 show the IFT for 3.19
vol. % of NPs at different surfactant concentrations. The pres-
ence of NPs along with the surfactant shows the same value
of IFT as that of the surfactant alone. Thus the IFT behav-
ior with surfactant concentration is indifferent to the presence
of NPs. Similar results are reported for silica NPs and non-
ionic surfactants in the literature by Ma et al. at a pH of
10.16

Figure 6(a) shows the density profiles for C16–water, NPs
(3.19 vol. %), and C12E3 system, and it is observed that the sur-
factant resides at the interface with their head group in water,
tail in oil, and NPs in bulk water. The increasing concentration
of surfactant has a broadening effect on the density profile
of the oil–water interface as shown in Fig. 6(b) and hence
an increase in the interfacial width. As the width of interface
increases, the IFT decreases.6 The density profiles of oil–water
and C12E3 systems with and without NPs are found to overlap
due to the negligible effect of NPs (figure is not shown).

Further to ensure that NPs do not affect the IFT, we
varied the concentration of NPs for a fixed concentration of
C12E3 (150 and 450 Å2 per surfactant), and the IFT val-
ues are shown in Fig. 6(c). The IFT values show negligible
increase with increasing NPs concentration, for both the con-
centrations of C12E3. The density profile for 150 Å2 per
C12E3 molecule at 2.15, 4.21, and 14.16 vol. % of NPs is
shown in Fig. 6(d). It is evident from the figure that at a
fixed surfactant concentration and with varying NPs’ con-
centrations, all the density profiles coincide with each other
indicating that the interfacial width and hence IFT are the
same. Thus, no change is observed in the IFT with the addi-
tion of silica NPs to the oil–water system containing nonionic
surfactants.

There are several studies, as summarized in the Introduc-
tion, which shows an increase in IFT with the addition of NPs to
the oil–water system having nonionic surfactants. One of those
studies includes a nonionic surfactant, Tween 20.15 In order to
understand the generality of the effect of NPs on the oil–water
system, containing nonionic surfactants, we extend our study
to include Tween 20. We performed separate simulations with
Tween 20 in oil–water in the presence of silica NPs, and NPs
are found to cause no effect on the IFT of the oil–water Tween
20 system, as shown in Fig. 7. It is clear that our molecular
dynamic simulation results are in disagreement with the exper-
imental results of Pichot et al.18 and Biswal et al.15,34 Thus, we
now attempt to understand the cause for the increase in IFT in
the aforementioned experimental studies. Biswal et al.15 pos-
tulated two reasons for the increase in IFT for the oil–water
Tween 20 system in the presence of NPs. First, NPs hinder
the transport of surfactant from bulk to the interface, and/or
NPs displace the surfactant molecules from the interface to
the bulk. Second, surfactant molecules get adsorbed on the
surface of NPs, thus reducing the amount of surfactant at the
interface. The first postulate is ruled out in this study because
silica NPs are hydrophilic NPs, and thus, NPs do not come to
the oil–water interface. The second postulate, i.e., adsorption
of surfactants on the NP surface, can be a reason for such a
behavior.

Penfold et al.46 have mentioned in their work that “The
dominant interaction between nonionic surfactants and the
hydrophilic surface of silica is due to hydrogen bonding of the
ether oxygen of the ethylene oxide group and the surface –OH
groups.” This statement leads to an understanding that hydro-
gen bonding is responsible for the adsorption of surfactants on
the NPs. According to Penfold et al.,46 silica has an isoelectric

FIG. 5. The IFT of (a) octane–water and (b) hexadecane–
water in the presence of surfactants and NPs (vol. %), for
varying interfacial area per C12E3 molecule.
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FIG. 6. (a) The density profile of C16–water, NPs, and
C12E3 system, containing 3.19 vol. % NPs, and surfac-
tant concentration corresponding to an interfacial area
of 450 Å2 per C12E3, (b) C16 and water density pro-
files at the same NPs concentration as (a), and for several
values of area per C12E3. (c) The variation of IFT with
NPs concentration at a fixed surfactant concentration of
150 Å2 (black) and 450 Å2 (red) per C12E3 molecule
in C16–water. (d) The density profiles of C16 and water
at 150 Å2 per C12E3 and 2.15, 4.21, and 14.16 vol. % of
NPs. Dashed lines indicate the oil phase, while solid lines
represent water.

point at a pH in the range 1–2. Above pH 2.0, the surface is net
negatively charged, and it begins to dissolve at pH more than
9.0. The adsorption of the nonionic surfactant is significantly
greater at pH 2.4 than that at pH 7.0, and desorption occurs at
pH more than 9. This shows that the adsorption of nonionic
surfactants on the silica surface is highly pH dependent. As
the pH reduces, within the range of acidic pH, there is a higher
concentration of H+ ions in the solution and so the dissociation
of silanol (–SiOH) groups into –SiO� and H+ is less. Conse-
quently, a large number of silanol groups are available on silica
NPs to form hydrogen bonds with the ether oxygen of ethy-
lene oxide group present in the nonionic surfactant and hence
increase in the adsorption of the surfactant on NPs. As the pH
increases in the alkaline range, the concentration of hydroxyl
ions in the solution also increases, and so a very large fraction
of silanol (–SiOH) group on the surface of silica NPs dissoci-
ates to give H+ ions and itself acquires a negative charge. As the
number of silanol groups decreases, there are less number of
sites available for the formation of hydrogen bonds, and thus
the adsorption keeps on decreasing with an increase in pH.
In other words, reducing pH will reduce the surface charge

FIG. 7. The variation of the IFT with the concentration of Tween 20, for
C16–water system in the presence of Tween 20 and NPs (vol. %).

density and will increase the density of hydroxyl groups on
the surface, which will enhance the surfactant adsorption on
NPs. When pH is more than 7, almost all the –SiOH groups
are dissociated and hence negligible adsorption should be
observed. In summary, as the pH increases the degree of ion-
ization of silica NPs increases,53 and hence the adsorption
decreases.

C. Effect of nonionic surfactant: Free and adsorbed
on NPs

From the discussions in Sec. III B, it is clear that hydro-
gen bonding leads to the adsorption of nonionic surfactant on
silica NPs and as a consequence increases the IFT of the oil–
water, surfactant system. The studies showing an increase in
the IFT with the addition of silica NPs to the oil–water system
containing nonionic surfactants were either carried out at a pH
of 216 or without maintaining any fixed pH.15,34 At a pH of 2,
there would be an adsorption of surfactants on NPs. In case
when no fixed pH is maintained, for systems containing silica
NPs in water, it is found that pH varies in the range from 5
to 7.54 Thus, the pH of the studies by Biswal et al.15,33 lies
in the range such that the adsorption of nonionic surfactants
on silica NPs would occur. This strongly suggests that all the
studies, which showed an increase in the IFT, had surfactants
adsorbed on the surface of NPs. The results presented above
in this study did not observe any adsorption of surfactant on
the NPs. Consequently no change in IFT on the addition of sil-
ica NPs to the oil–surfactant solution is seen. The MARTINI
model is unable to capture the hydrogen bonding and hence
cannot be used directly to predict the experimental results of
Biswal et al.15,34

Since the model could not capture the adsorption behav-
ior of the nonionic surfactant on silica NPs and its effect
on the IFT, we considered the surfactant directly tethered on
NPs to understand the effect of adsorption on the IFT. Here,
we have tethered the silica NPs with the surfactant (C12E3)
chains and call them as grafted NPs. The effect of increasing
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FIG. 8. The representative snapshots of
simulations for 5.21 vol. % of NPs and
112.5 Å2 interfacial area per C12E3
molecule in the C16–water system at a
different amount of surfactants adsorbed
at (a) 0%, (b) 50%, (c) 75%, and (d)
100% on NPs. The top row shows the
side view of the system displaying only
one interface and the bottom row shows
the top view of the system. In the snap-
shot, red, green, purple, yellow, and blue
represent NPs, hydrophilic part of sur-
factant, hydrophobic part of surfactant,
C16, and water, respectively.

adsorption is studied by keeping total number of C12E3

molecules fixed and increasing the number of adsorbed surfac-
tants. C12E3 molecules are either tethered to the NP surface or
kept in free form depending on the percentage of adsorbed sur-
factant. In case of 0% adsorption, all the surfactant molecules
are free from the NPs surface or rather they do not adsorb
on the NP surface (corresponding to high pH ∼10). For 25%
adsorption, 25% of total surfactant molecules are adsorbed
on the NPs surface and rest 75% are free (unadsorbed). For
100% adsorption, all the surfactant chains are adsorbed on the
NPs. In the simulations, we have assumed that the adsorbed
surfactants are equally distributed on all the NPs present in
the system. Figure 8 shows the snapshots with the side view
and top view for a different amount of surfactants adsorbed
on NPs. In Fig. 8(a) there is no adsorption (0% adsorption),
and from the side view it is evident that only the surfactant
molecules are at the C16–water interface, while NPs are away
from the interface, in bulk water. From the top view of Fig.
8(a), surfactants are found to disperse uniformly covering the
entire interface. In the side view of Figs. 8(b)–8(d), all the NPs

FIG. 9. Variation in the IFT of the C16–water interface, (a) with varying
percentage of surfactants adsorbed on NPs, for systems containing differ-
ent volume percentage of NPs, and a fixed amount of surfactant concentration
corresponding to 112.5 Å2 interfacial area per C12E3 molecule. Different col-
ored symbols represent different volume percentage of NPs present in the
system. (b) Variation in the IFT with the addition of 2.15 vol. % of NPs to
the C16–water system containing different concentrations of C12E3 surfac-
tant. Different colored symbols represent different percentage of surfactants
adsorbed on the NPs.

(grafted) move to the interface and stays there, which is differ-
ent from what is observed for the case of ungrafted NPs [see
Fig. 8(a)]. This difference in behavior is due to the fact that the
grafted NPs are amphiphilic and surface active; hence, they
move to the interface as opposed to the ungrafted NPs. From
the top view of Figs. 8(b)–8(d), with the increasing amount
of adsorption of surfactant, the uniformity in the distribution
of the free surfactant molecule decreases. Thus, a large area
of interface is not covered with the surfactant molecules.
Figure 9(a) shows the variation of IFT with the percentage
of adsorbed surfactants at a fixed surfactant concentration cor-
responding to 112.5 Å2 interfacial area per C12E3 molecule,
and at various concentrations of NPs. At 0% adsorbed surfac-
tant, the IFT is minimum, and it keeps on increasing as the % of
adsorbed surfactant increases to 25%, 50%, 75%, and finally
100%. This indicates that the IFT increases with an increase in
the amount of surfactant adsorbed on the NPs. The minimum
IFT value is obtained when there is no adsorption. Adsorption
reduces the amount of surfactant available to the interface,
as also shown in the top view of snapshots in Fig. 8. Hence,
the adsorbed surfactant leads to an increase in the IFT. Also,
there is a negligible effect of adding different concentrations
of NPs on the IFT for a fixed amount of adsorbed surfactant.
Figure 9(b) shows the variation of IFT as a function of surfac-
tant concentration, for 2.15 vol. % NPs and different amount
of adsorbed surfactants. The increase in IFT with increasing
amount of adsorption is also seen for different values of surfac-
tant concentration. It is evident from Fig. 9(b) that the IFT value
is maximum for 100% adsorbed case. On the other hand, the
effect of the surfactant is maximum in reducing the IFT when
there is no adsorption. As the adsorption increases, the effect
of surfactant diminishes. In fact, there is almost negligible
effect of adding the surfactant for the case of 100% adsorbed
surfactant.

Figure 10(a) shows the density profile for C16 and water
in C16–water system with 1.08 vol. % NPs and 112.5 Å2

area per C12E3 molecule, at different percentage of adsorbed
surfactants. As the amount of adsorption increases for a
fixed vol. % of NPs, the hydrophobic nature of the grafted
NPs increases. Therefore, a larger portion of a grafted NP
shifts into the oil closer to the interface and away from the
bulk water phase. This causes the drop in density values of
C16, for 50%, 75%, and 100% adsorbed surfactants, before
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FIG. 10. (a) The density profile for C16 and water in the
C16–water system containing 1.08 vol. % NPs and 112.5
Å2 interfacial area per C12E3 molecule. Different col-
ored lines represent different percentage of surfactants
adsorbed on NPs. Zoomed-in view of the shaded region
in (a) is shown as (b). Dashed lines in the density pro-
file represent oil and solid lines represent water. (c) The
intrinsic width of the C16–water interface as a function
of percentage of adsorbed surfactant for the systems as
in (a) and (b).

attaining the bulk density values as clearly seen in Fig. 10(a).
The zoomed-in view of the shaded region in Fig. 10(a) is
shown in Fig. 10(b), which displays the density profile at the
interface. As the percentage of adsorbed surfactant increases,
the density profile of C16 and water at the interface becomes
sharper. To quantify the density profile, we calculate the intrin-
sic width of the interface as a function of the adsorbed sur-
factant in Fig. 10(c). It is clear from the figure that with
an increase in the adsorption of surfactants on the NPs, the
interfacial width decreases. This observation substantiates
the results of increase in IFT with increasing adsorbed sur-
factants. We have demonstrated qualitatively the effect on
IFT in the case of no adsorption, adsorption, and increasing
adsorption of surfactant on NPs. The results presented in this
work qualitatively agree well with experiments. However, the
exact amount of adsorption will definitely have an effect on
the IFT values, but the behavior is expected to remain the
same.

IV. CONCLUSIONS

We have investigated the effect of silica NPs and non-
ionic surfactants on the IFT of the oil–water interface using the
MARTINI force field based molecular dynamics simulations.
The mechanisms responsible for different behaviors of IFT, on
the addition of silica NPs to the oil–water system containing
nonionic surfactants, are explained. We observed no effect of
silica NPs on the IFT value of the oil–water system containing
the nonionic surfactant when NPs and surfactants are free from
each other. The adsorption of surfactants on NPs is found to
increase the IFT value. The adsorption is due to the formation
of hydrogen bonds between the –OH of silanol group on the
surface of silica NPs and the ether oxygen of the nonionic sur-
factant. The hydrogen bonding is affected by the pH of the solu-
tion. At high pH, there is a dissociation of –OH of silanol group
and hence a decrease in the hydrogen bonding leading to the
negligible adsorption of surfactant molecules on silica NPs. As
pH decreases, dissociation decreases and so more number of
hydrogen bonds are formed, leading to more surfactant adsorp-
tion on silica NPs. A systematic study has been done to study
the effect of increasing adsorption on the IFT. As the adsorp-
tion increases, the IFT also increases. The behavior of IFT
with increasing amount of surfactant adsorption is well corre-
lated with interfacial width calculations. Thus, based on our
extensive molecular dynamics simulations, we conclude that
the adsorption of the nonionic surfactant on silica NPs is the

key reason behind the increase in the IFT values of oil–water
system.
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